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Welcome Messages 

Dear Colleagues, 

The Serbian Society of Mechanics is pleased to announce its 10th International Congress, 
to be held in the city of Niš, from June 18 to 20, 2025. 

This year’s Congress is hosted by the Faculty of Mechanical Engineering and the Faculty 
of Civil Engineering and Architecture at the University of Niš, in collaboration with the Science 
and Technology Park Niš. Co-organizers include the Mathematical Institute of the Serbian 
Academy of Sciences and Arts (SASA) and the Faculty of Mechanical Engineering, University of 
Belgrade. The event is supported by the Ministry of Science, Technological Development and 
Education of the Republic of Serbia, with additional sponsorship from Prager Elektronik. 

Held biennially, the Congress serves as a vital forum for academic scientists, researchers, 
and scholars to share their latest findings and experiences in various branches of Theoretical and 
Applied Mechanics. This year, 7 Plenary Lectures and 2 Invited Lectures will be given by leading 
scientists from Canada, the USA, Brazil, Russia, Germany, and China. A total of 88 Contributed 
Talks will be presented across four Sections (General Mechanics, Fluid Mechanics, Solid 
Mechanics, and Applied Mechanics), as well as within four Mini-Symposia (Mechanical 
Metamaterials, Turbulence, Biomechanics and Mathematical Biology, and Nonlinear Dynamics). 
These contributions involve a total of 258 authors. We sincerely thank all contributors and 
participants for their valuable efforts and engagement, which are essential to the success of this 
Congress. 

We are honored to welcome all participants to Niš, a city rich in history and culture, and a 
vibrant academic hub with significant scientific and technological potential. We trust that the 
Congress will provide a stimulating environment for the exchange of ideas and the establishment 
of new scientific collaborations. 

We extend our warmest welcome to the 10th International Congress of the Serbian 
Society of Mechanics and look forward to your participation. 

 Sincerely, 

Srboljub Simić 
President of the Serbian Society of Mechanics 
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Dear Colleagues, 
 

With sincere pleasure and deep respect, we extend to you the warmest welcome to the 10th 
International Congress of the Serbian Society of Mechanics, hosted in the city of Niš—one of 
the oldest continuously inhabited urban settlements in Europe, a city that has for centuries 
stood at the crossroads of cultures, ideas, and civilizations. 
 

Marking its jubilee edition, the Congress returns to Niš after three decades, proudly 
organized by the Faculty of Mechanical Engineering and the Faculty of Civil Engineering and 
Architecture at the University of Niš. This special occasion not only celebrates a long-standing 
tradition of scientific dialogue but also affirms a continued dedication to excellence, innovation, 
and international cooperation in the field of mechanics. 
 

Established in 1960, the Faculty of Mechanical Engineering and the Faculty of Civil 
Engineering and Architecture in Niš have grown into key institutions in the region, committed 
to academic progress and technological advancement. In the years to come, these Faculties aspire 
to shape their identity as modern European academic institutions, embracing international 
standards, advancing the quality of research and education, nurturing young scientific talent, and 
encouraging multidisciplinary collaboration. Their goal is clear: to become institutions whose 
degrees are increasingly recognized, respected, and valued across borders. 
 

At the forefront of this development stands the Department of Mechanics, whose 
internationally recognized achievements have enabled collaboration with esteemed researchers 
from all over the world. The Department proudly plays a central role in organizing this Congress, 
continuing its mission of fostering high-level academic exchange and promoting the values of 
curiosity, rigor, and cooperation. 
 

We extend our cordial invitation to all participants and guests from around the world, and 
we look forward to welcoming you to Niš, from June 18 to 20, 2025, where professional 
excellence will be met with genuine hospitality and shared inspiration. 
 
 

With our kindest regards and collegial greetings, 
 

Prof. Dr. Vladimir Stojanović 
Chair of the Organizing Committee 

 
Prof. Dr. Julijana Simonović 

Co-Chair of the Organizing Committee 
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Spasić Dragan, Professor, PhD, University of Novi Sad, Serbia 
Stevanović Nevena, Professor, PhD, University of Belgrade, Serbia 
Stevanović Vladimir, Professor, PhD, University of Belgrade, Serbia 
Stojanović Vladimir, Associate Professor, PhD, University of Niš, Serbia 
Svorcan Jelena, Professor, PhD, University of Belgrade, Serbia 
Sun Hong Guang, Professor, PhD, Hohai University, China 
Šumarac Dragoslav, Professor, PhD, University of Belgrade, Serbia 
Terze Zdravko, Professor, PhD, University of Zagreb, Croatia 
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Programme at a glance of the 10th ICSSM 

Day 1, June 18, 2025 

Time Activity 

08:00 - 09:30 Registration 

09:30 - 10:10 Opening Ceremony 

10:15 - 11:00 Plenary Lecture 1 

11:00 - 11:15 Short Break 

11:15 - 12:00 Plenary Lecture 2 

12:00 - 13:10 Lunch Break 

13:10 - 13:55 Plenary Lecture 3 

14:00- 15:00 Plenary Session for Laureate for Rastko Stojanović 
Award (40 min + 20 min for comments) 
- 10ICSSM – Milic - C
- 10ICSSM - Vrecica - B

15:00 - 15:30 Coffee Break (transfer from NTP to MFN building) 

15:30 - 16:30 Parallel Sessions: 
- Session A: 3 papers (45 min + 15 min for comments)
- Session M4: 3 papers (45 min + 15 min for comments)
- Session D: 3 papers (45 min + 15 min for comments)
-Session M3: 3 papers (45 min + 15 min for comments)

16:30 - 17:00 Coffee Break 

17:00 - 18:20 Parallel Sessions: 
- Session M2: 3 papers (65 min + 15 min for comments)
- Session B: 4 papers (60 min + 20 min for comments)
- Session M3: 3 papers (45 min + 15 min for comments)
- Session M4: 3 papers (45 min + 15 min for comments)
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Day 2, June 19, 2025 
 

Time Activity 

09:00 - 09:45 Plenary Lecture 4 

09:45 - 10:00 Short Break 

10:00 - 10:45 Plenary Lecture 5 

10:45 - 11:15 Coffee Break 

11:15 - 12:45 Parallel Sessions:  
- Session B: 4 papers (60 min + 20 min for comments)  
- Session C: 4 papers (60 min + 20 min for comments)  
- Session D: 4 papers (60 min + 20 min for comments)  
- Session M1: 4 papers (60 min + 20 min for comments) 

12:45 - 14:00 Lunch Break 

13:15-14:00 Sponsor Presentation 

14:00 - 14:45 Plenary Lecture 6 

14:50 - 16:10 Parallel Sessions:  
- Session B: 4 papers (60 min + 20 min for comments)  
- Session C: 4 papers (60 min + 20 min for comments)  
- Session D: 4 papers (60 min + 20 min for comments)  
- Session M2: 3 papers (65 min + 15 min for comments) 

16:10 - 16:20 Short Break 

16:20 - 17:20 Parallel Sessions:  
- Session A: 3 papers (45 min + 15 min for comments)  
- Session D: 3 papers (45 min + 15 min for comments)  
- Session M4: 3 papers (45 min + 15 min for comments) 

 - Session M3: 3 papers (45 min + 15 min for comments)  

17:20 - 17:50 Coffee Break 

17:50 - 19:00 SSM Annual and Election Assembly 

17:50 - 19:00 Sightseeing tour of Niš Fortress 

19:30 - 22:00 Gala Dinner 
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Day 3, June 20, 2025 

Time Activity 

09:30 - 10:15 Plenary Lecture 7 

10:15 - 10:25 Short Break 

10:25 - 11:45 Parallel Sessions: 
- Session C: 4 papers (60 min + 20 min for comments)
- Session D: 4 papers (60 min + 20 min for comments)
- Session M1: 4 papers (60 min + 20 min for comments)
- Session M2: 4 papers (60 min + 20 min for comments)

11:45 - 12:15 Coffee Break 

12:15 - 12:40 Closing Ceremony 
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Technical programme of the 10th ICSSM 

Day 1, June 18, 2025 

08:00 - 09:30 Registration 
At the registration desk in the Scientific Technology Park (STP) 

09:30 - 10:10 Opening Ceremony 
• Prof. Srboljub Simić, President of SSM
• Prof. Vladimir Stojanović, President of the Organizing Committee
• Milan Ranđelović, PhD, director of the Science and Technology Park (STP) in

Niš
• Prof. Nenad Filipović, Director of the Science Fund of the Republic of Serbia
• A representative of the Ministry of Science, Technological Development and

Innovation  of the Republic of Serbia
• Vladimir Dragović, Editor-in-Chief of journal Theoretical and Applied

Mechanics
10:15 - 11:00 Plenary Lecture 

A robust shell finite element and nonlocal approaches in mechanics - Prof. J.N. 
Reddy, Texas A&M University, College Station, Texas, USA (10ICSSM-Reddy) 

Room: Ceremonial Hall STP, Chair: Prof. Vladimir Stojanović 
11:00 - 11:15 Short technical break 
11:15 - 12:00 Plenary Lecture 

Resolution of the twentieth century conundrum in elastic stability – Prof. I. 
Elishakoff, Florida Atlantic University, Boca Raton, Florida, USA, 

(10ICSSM-Elishakoff), 
Room: Ceremonial Hall STP, Chair: Prof. Julijana Simonović 

12:00 - 13:10 Buffet lunch 
(At the foyer of the Scientific Technology Park) 

13:10 - 13:55 Plenary Lecture 
Modeling of contact fatigue fracture of deformable bodies in frictional 

interaction – Prof. I. Goryacheva, Ishlinsky Institute for Problems in Mechanics 
RAS, Moscow, Russia, (10ICSSM- Goryacheva) 

Room: Ceremonial Hall STP, Chair: Prof. Katica (Stevanivić) Hedrih 
14:00 - 15:00 Session for Candidates for “Rastko Stojanović Award” 

Room: Ceremonial Hall STP, Chair: Prof. Ivan Pavlović 

• C.5 - Comparative vibration stability analysis of a complex moving object
with two novel stabilizers – Milic D. (10ICSSM - Milic - C)

• B.13 - Infragravity waves – Vrecica T. (10ICSSM - Vrecica - B)

15:00 - 15:30 Coffee Break (transfer from the STP to the FME building) 

15:30 - 16:30 Parallel Sessions 
Day 1, June 18 
15:30 - 16:30 

Session A, Room: FME 608 A 
Chairs: Gajic B., Mathematical Institute SANU, Belgrade, Serbia 

       3 papers (15 min + 5 min for comments every): 
• A.1 - On a stability of the beams with and without elastic foundation– Berecki A., Mihok S.,

Rehlicki Lukesevic L. (10ICSSM - Berecki et al. - A)
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• A.2 - On the properties of friction to maintain the state of rest of a tripod on a rough surface
– Dosaev M. (10ICSSM - Dosaev-A)

• A.3 - Bridging mechanics with statistics and geometry – Dragovic V., Gajic B. (10ICSSM -
Dragovic and Gajic - A)

Day 1, June 18 
15:30 - 16:30 

Session M4, Room: FME 608 B 
Chairs: Nestorovic T., Mechanics of Adaptive Systems, Ruhr-Universität Bochum,
Germany and Simonovic J., Faculty of Mechanical Engineering, University of Nis, 
Serbia 

3 papers (15 min + 5 min for comments every): 
• M.4.1 - Motion analysis of a single-mass vibro impact system – Garic Lj, Nesic N., Lekic J.,

Jovanovic S., Stosovic D. (10ICSSM - Garic et al. - M4)

• M.4.2 - Asymptotic methods of nonlinear mechanics through a series of scientific projects,
magister's and doctoral dissertations: nonlinear phenomena, trigger of coupled singularies
and frequencies as bifurcation parameters – Stevanovic Hedrih K. (10ICSSM - Hedrih (Stevanovic) -
M4)

• M.4.4 - Elliptical, circular orbits and applications – Mateljevic M. (10ICSSM - Mateljevic - M4)

Day 1, June 18 
15:30 - 16:30 

Session D, Room: FME 607 A 
Chairs: Slavkovic N., Faculty of Mechanical Engineering, University of 
Belgrade, Serbia 

3 papers (15 min + 5 min for comments every): 
• D.1 - Critical temperature of FGM plates resting on elastic foundations using layerwise finite

element – Cetkovic M. (10ICSSM - Cetkovic - D)

• D.2 - A system engineering approach for robot manipulator design using game engine
simulation and computational modelling – Devic A., Vidakovic J., Slavkovic N., Lazarevic M.,
Zivkovic N. (10ICSSM - Devic et al. - D) 

• D.3 - Ballistic impact of fragment-simulating projectiles on steel targets: a multi-approach
study – Elek P., Markovic M., Jevtic D., Djurovic R. (10ICSSM - Elek et al - D)

Day 1, June 18 
15:30 - 16:30 

Session M3, Room: FME 607 B 
Chairs: Dosaev M., Institute of Mechanics of Lomonosov Moscow State University, Russia 

3 papers (15 min + 5 min for comments every): 
• M.3.1 - Deformation of human chest as an elastic truss– Alpatov I., Dosaev M., Samsonov V.,

Vorobyeva E., Dubrov V. (10ICSSM - Alpatov et al. - M3)

• M.3.2 - Numerical simulations of blood flow in vessels with different geometries – Antonova
N., Xu D. (10ICSSM - Antonova and Xu - M3)

• M.3.3 - A contiunous–time SIS criss–cross model of co–infection in a in heterogeneous
population – Choiński M. (10ICSSM - Choinski - M3)

16:30 - 17:00 
Coffee Break 

(At the lobby area of sixth floor FME) 
17:00- 18:20 Parallel Sessions 

Day 1, June 18 
17:00 - 18:25 

Session M2, Room: FME 607 A 
Chairs: Cantrak Dj., Faculty of Mechanical Engineering, University of 
Belgrade, Belgrade, Serbia and Pei J., NationalResearch Center of Pumps, 
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Jiangsu University, Zhenjiang, Jiangsu Province, China 

Day 1, June 18 
17:00 - 17:40 

Invited lecture 
M.2.9 - Towards the characterisation of flow perturbation transmission in

convergent nozzles affecting free water jet surfaces – Bernhard Semlitsch, TU 
Wien, Institute of Energy Systems and Thermodynamics, Austria (10ICSSM - 

Semlitsch - M2) 
 2 papers (15 min + 5 min for comments every): 

• M.2.10 -Comparison of noise spectra of the flow past a cylinder computed by different
turbulence models – Svorcan J., Vilotijevic V. (10ICSSM - Svorcan and Vilotijevic - M2)

• M.2.2 -Application of air torque position dampers for airflow measurement – Bikic S.,
Radojcin M., Pavkov I., Debski H., Al Afif R. (10ICSSM - Bikic et al. - M2)

Day 1, June 18 
17:00 - 18:20 

Session B, Room: FME 608 A 
Chairs: Bogdanovic Jovanovic J., Faculty of Mechanical Engineering, University of Nis,
Serbia and Kocic M., Faculty of Mechanical Engineering, University of Nis, Serbia 

4 papers (15 min + 5 min for comments every): 
• B.1 - Gas flow blockage in the near-wellbore region: Freshwater stimulation against the

salting-out effect – Afanasyev A., Grechko S. (10ICSSM - Afanasyev et al. - B)

• B.2 - Influence of rotation on drag coefficient and unsteady flow around an NFL ball –
Begovic V., Miljkovic P, Stamenkovic Z., Kocic M. (10ICSSM - Begovic et al. - B)

• B.3. - Iterative procesure for determinig meridional streamlines of averaged flow in a
turbomachine impeller – Bogdanovic Jovanovic J., Stamenkovic Z., Kocic M., Petrovic J.
(10ICSSM - Bogdanovic Jovanovic et al. - B)

• B.9. - Numerical investigation of fluid mixing in a micromixer using CFD simulations –
Mirovic M., Begovic V., Miljkovic P., Sreckovic D. (10ICSSM - Mirovic et al. - B)

Day 1, June 18 
17:00 - 18:00 

Session M3, Room: FME 607 B 
Chairs: Antonova N. M., Institute of Mechanics Bulgarian Academy of Sciences, Sofia,
Bulgaria

3 papers (15 min + 5 min for comments every): 
• M.3.4 - The physics of intelligence: can the fermionic mind hypothesis provide a theoretical

framework for understanding consciousness? – Déli E., Kiss Z. (10ICSSM - Deli and Kiss - M3)

• M.3.6 - FSI analysis of parametric stent geometry influence on WSS-induced in-stent
restenosis – Khairulin A., Kuchumov A. (10ICSSM - Khairulin and Kuchumov - M3)

• M.3.5 - Modelling zona pellucida as a thermosensitive polymer under mechanical load –
Hedrih A., Jovanovic Dj. (10ICSSM - Hedrih and Jovanovic - M3)

Day 1, June 18 
17:00 - 18:00 

Session M4, Room: FME 608 B 
Chairs: Lazarevic M., Faculty of Mechanical Engineering, University of Belgrade, Serbia
and Simonovic J., Faculty of Mechanical Engineering, University of Nis, Serbia 

3 papers (15 min + 5 min for comments every): 
• M.4.6 - Model identification of a locally nonlinear structure – Nestorovic T., Ul-Hasnain A.,

Oveisi A. (10ICSSM - Nestorovic et al. - M4)
• M.4.7 - Nonlinear pushover analysis: Assessment of a moment-resisting steel frame –

Slavkovic K., Zoric A., Trajkovic Milenkovic M., Petronijevic P. (10ICSSM - Slavkovic et al. - M4)
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• M.4.5 - Nonlinear vibration of a platform system with non-ideal motor – Nesic N., Simonovic 
J., Lima J., Balthazar J.M., Tusset A.M. (10ICSSM - Nesic et al. - M4) 

 
Day 2, June 19, 2025 
 

Day 2, June 19 
09:00 - 09:45 

Plenary Lecture 
Dynamic Stability of Structures under Multi-Hazards – Prof. J. Deng, 

Lakehead University, Thunder Bay, Ontario, Canada (10ICSSM- Deng) 

Room: 611 FME, Chair: Prof. Vladimir Dragović 
09:45 - 10:00 Short technical break 

Day 2, June 19 
10:00 - 10:45 

Plenary Lecture 
Strain-gradient crystal plasticity models for predicting microstructure, 

length-scale, and strain path sensitive deformation behavior of polycrystalline 
metals – M. Knezevic, University of New Hampshire, USA, (10ICSSM- Knezevic) 

Room: 611 FME, Chair: Prof. Marina Trajković Milanković 
10:45 - 11:15 Coffee Break 

11:15 - 12:45 Parallel Sessions 

Day 2, June 19 
11:15 - 12:45 

Session B, Room: FME 608 A 
Chairs: Madjarevic D, Faculty of Technical Science, University of Novi Sad, 
Serbia 

4 papers (15 min + 3 min for comments every): 
• B.4 - Numerical solutions of compressible gas flow in microtube in the continuum regime – 

Guranov I, Milicev S., Stevanovic N. (10ICSSM - Guranov et al. - B) 

• B.5 - Magnetohydrodynamic (MHD) flow and heat transfer of electrically conducting 
micropolar fluid in a parallel plate channel with induced magnetic field – Kocic M., 
Stamenkovic Z., Bogdanovic Jovanovic J., Petrovic J., Nikodijevic Djordjevic M. (10ICSSM - Kocić et 
al. - B) 

• B.6 - A macroscopic multi-temperature model with transport properties in comparison with 
kinetic models in the context of binary mixtures – Madjarevic D. (10ICSSM - Madjarevic - B) 

• B.7 - On the modelling of korteweg fluids – Matic Z., Simic S. (10ICSSM - Matic and Simic - B) 

Day 2, June 19 

11:15 - 12:45 

Session C, Room: FME 608 B 
Chairs: Dunic V, Faculty of Engineering, University of Kragujevac, Serbia 

4 papers (15 min + 5 min for comments every): 
• C.1 - Phase-field modeling of concrete: numerical simulation and experimental verification – 

Dunic V., Zivkovic M., Rakic D., Milovanovic V. (10ICSSM - Dunic et al. - C) 

• C.2 - Prediction of free-edge stresses in composite laminates using full-layerwise-theory-based 
finite elements – Jocic E., Zivkovic M., Marjanovic M. (10ICSSM - Jocic et al. - C) 

• C.3 - An estimate of penetration depth of rigid rods through materials susceptible to 
microcracking: Part 1 – theory – Mastilovic S. (10ICSSM - Mastilovic - C-1) 
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• C.4. - An estimate of penetration depth of rigid rods through materials susceptible to
microcracking: Part 2 – validation and parameter sensitivity – Mastilovic S. (10ICSSM - Mastilovic
- C-2)

Day 2, June 19 
11:15 - 12:45 

Session D, Room: FME 607 A 
Chairs: Lazarevic M, Faculty of Mechanical Engineering, University of Belgrade, Serbia
and Pavlovic I, Faculty of Mechanical Engineering, University of Niš, Serbia 

4 papers (15 min + 5 min for comments every): 
• D.4. - Trapezoidal control for prevention of unwanted vibrations of mechanical systems –

Formalskii A., Selyutskiy Y. (10ICSSM - Formalskii and Selyutskiy - D)

• D.5. - Motion analysis of a vibratory conveyor’s trough during its operation – Ilic U.,
Lazarevic M., Veg E., Despotovic Z. (10ICSSM - Ilic - D)

• D.6. - PSO-based resonant controller for trajectory tracking of robot manipulator – Mandic
P., Lazarevic M., Sekara T. (10ICSSM - Mandic et al-D)

• D.12 - Motion control of a copter with a slung load partially filled with liquid – Selyutskiy Y.,
Lokshin B., Holub A. (10ICSSM - Selyutskiy et al. - D)

Day 2, June 19 
11:15 - 13:05 

Session M1, Room: FME 607 B 
Chairs: Paunović S., MISASA, Belgrade, Serbia and Liang Y., College of Mechanics and
Engineering Science, Hohai University, Nanjing, China 

5 papers (15 min + 5 min for comments every): 
• M.1.1 - An overview of coupled mechanical problems including contact phenomena solved by

FEA – Atanasovska I. (10ICSSM - Atanasovska - M1)

• M.1.3 - Machine-learning-based optimization design of combined seismic metamaterials – Fu
Z., Ding Y., Chen H. (10ICSSM - Fu et al.- M1)

• M.1.8 - Upscaling anomalous transport in fractured media using fractional advection-
dispersion equation model – Sun H.G. (10ICSSM - Sun  - M1)

• M.1.5 - Simulation of thermal field in mass concrete structures with cooling pipes by the
localized meshless method – Lin J., Hong Y.X. (10ICSSM - Lin and Hong- M1)

• M.1.9- Data-driven diffusion law for multiscale dynamics in granular materials via an
improved deep physical symbolic regression– Yan S., Liang Y. (10ICSSM - Yan and Liang - M1)

Day 2, June 19 
12:45 - 14:00 

Buffet lunch 
(At the lobby area of sixth floor FME) 

13:15-14:00 
Sponsor’s Presentation 

(At the lobby area of sixth floor FME) 
Prager Elektronik, Wolkersdorf, Austria 

 https://www.prager-elektronik.at/en/ 

Day 2, June 19 
14:00 - 14:45 

      Plenary Lecture 
Global Nonlinear Dynamics in the Analysis and Safety of Multistable 

Dynamical Systems – P. B. Gonçalves, Pontifical Catholic University of Rio de 
Janeiro, Brasil (10ICSSM- Gonçalve ) 

Room: 611 FME, Chair: Dr Anđelka Hedrih 
14:50 - 16:10 Parallel Sessions 

https://www.prager-elektronik.at/en/
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4 papers (15 min + 5 min for comments every): 
• B.10 - Particle dynamics in inertial microfluidics: review of forces and channel design

principles – Oluski N., Zivkov A., Kozomora V., Bukurov M., Tasin S. (10ICSSM - Oluski et al. - B)

• B.11 - EMHD convection of a trihybrid nanofluid through a porous medium in a vertical
channel with thermal radiation – Petrovic J., Nikodijevic Djordjevic M., Kocic M., Bogdanovic
Jovanovic J., Stamenkovic Z. (10ICSSM - Petrovic et al-B)

• B.12 - Stability analysis of the generalized washburn equation– Rapajic I., Simic S. (10ICSSM -
Rapajic and Simic - B)

• B.14 - Numerical simulation of isothermal rarefied gas flow between two plates – Vulicevic P.,
Milicev S., Stevanovic N. (10ICSSM - Vulicevic et al. - B)

Day 2, June 19 
14:50 - 16:10 

Session C, Room: FME 608 B 
Chairs: Tomovic A, Faculty of Mechanical Engineering, University of Belgrade, Serbia and
Pavlovic I, Faculty of Mechanical Engineering, University of Niš, Serbia 

4 papers (15 min + 5 min for comments every): 
• C.6 - Energy based fatigue damage model – Perovic Z., Coric S., Koprivica M. (10ICSSM - Perovic

et al. - C)

• C.7 -Vibration characteristics of 3D printed stepped cantilever beam – Pjevic M., Tomovic A.,
Veg M., Zoric N., Popovic M. (10ICSSM - Pjevic et al. - C)

• C.8 - Vibration characteristics of an optimized cantilever beam – Tomovic A., Pjevic M., Veg
M., Obradovic A., Mitrovic Z. (10ICSSM - Tomovic et al. - C)

• C.9 - Predictive reanalysis in structural dynamics – Trisovic N., Mankovits T., Petrovic A.
(10ICSSM - Trisovic et al. - C)

Day 2, June 19 
14:50 - 16:10 

Session D, Room: FME 607 A 
Chairs: Simic V, Institute for Information Technologies, University of Kragujevac, Serbia 

4 papers (15 min + 5 min for comments every): 
• D.11 - Truss structure optimization using particle swarm optimization with direct FEM

coupling – Ristic O., Trisovic N. (10ICSSM - Ristic and Trisovic - D)

• D.8 - Data-driven nonlinear modelling of recycled aggregate concrete-filled steel tube
columns – Nikolic J., Tosic N., Kostic S. (10ICSSM - Nikolic et al. - D)

• D.9 - Design and experimental verification of the composite blade of the main rotor of an
unmanned helicopter – Radulovic R., Milic M. (10ICSSM - Radulovic and Milic - D)

• D.17 - ILC-MPC controller for robotic manipulators based on the ultra-local model– Zivkovic
N., Lazarevic M., Vidakovic J., Mandic P. (10ICSSM - Zivkovic et al. - D)

Day 2, June 19 

14:50 - 16:10 

Session M2, Room: FME 607 B 
Chairs: Svorcan J., Faculty of Mechanical Engineering, University of Belgrade, Belgrade, Serbia
and Semlitsch B., Institute of Energy Systems and Thermodynamics, TU Wien, Vienna, Austria 

Day 2, June 19 

14:50 - 15:30 

Invited lecture 
M.2.4 - Approaching a modified swarm intelligence in hydraulic optimization

of an inline pump, Xingcheng Gan, 

Day 2, June 19 
14:50 - 16:10 

Session B, Room:  FME 608 A 
Chairs: Petrovic J, Faculty of Mechanical Engineering, University of Niš, Serbia 
and Kocic M, Faculty of Mechanical Engineering, University of Niš, Serbia 



 

18 
 

Coauthors: Prof. Ji Pei, Assoc. Prof. Wenji Wang, Prof. Jia Chen and Prof. Shouqi 
Yuan, National Research Center of Pumps, Jinagsu University, China (10ICSSM - Gan - M2) 

2 papers (15 min + 5 min for comments every): 
• M.2.6 - LES for modelling wind flow in urban block: accuracy, challenges and applications – 

Kostadinovic Vranesevic K., Jockovic M., Glumac A. (10ICSSM - Kostadinovic Vranesevic et al. - M2) 
• M.2.11 - Transient simulation on internal flow characteristics and pressure pulsation of 

variable speed Francis turbines during acceleration process– Wang W., Liu S., Pei J. (10ICSSM - 
Wang et al. - M2) 

16:10 - 16:20 Short technical break 

16:20 - 17:20 Parallel Sessions 
Day 2, June 19 

16:20- 17:20 

Session A, Room: FME 608 A 
Chairs: Spasic D, Faculty of Technical Science, University of Novi Sad, Serbia 

3 papers (15 min + 5 min for comments every): 
• A.5 - New rheological discrete dynamic systems of the fractional type rheological oscillator or 

creeper type: An overview of author’s new research results – Stevanovic Hedrih K. (10ICSSM - 
Hedrih (Stevanovic) - A) 

• A.4 - Magnetic flows on spheres – Dragovic V., Gajic B., Jovanovic B. (10ICSSM - Dragovic et al. - A) 
• A.6 - A simple engineers-friendly method for non-holonomic systems – Spasic D. (10ICSSM - 

Spasic - A) 

Day 2, June 19 
16:20 - 17:20 

Session D, Room: FME 607 A 
Chairs: Trisovic N, Faculty of Mechanical Engineering, University of Belgrade, Serbia 

3 papers (15 min + 5 min for comments every): 
• D.7. - Computational modeling of drug transport from drug coated ballons (DCB) – Milosevic 

M., Milicevic B., Simic V., Nikolic A., Filipovic N., Kojic M. (10ICSSM - Milosevic et al. - D) 
• D.13 - Computational modeling and parametric study of circulating tumor cells motion 

through capillaries and interaction with non/ thrombin activated platelets – Simic V., 
Milosevic M., Nikolic A., Ning S., Leonard F., Liu X., Kojic M. (10ICSSM - Simic et al. - D) 

• D.14 - Kinematics modeling of compliant and extensible stewart-like platform – Tanaskovic 
N., Lazarevic M., Krkljes D. (10ICSSM - Tanaskovic et al. - D) 

Day 2, June 19 
    16:20 - 17:20 

Session M4, Room: FME 608 B 
Chairs: Nesic N., University of Pristina in Kosovska Mitrovica, Faculty of Technical Sciences, 
Serbia 

3 papers (15 min + 5 min for comments every): 
• M.4.3 - A novel finite time stability analysis of a class nonlinear fractional order multi-state 

time delay systems: a new gronwall - bellman inequality approach – Lazarevic M., Pisl S., 
Radojevic D. (10ICSSM – Lazarevic et al. - M4) 

• M.4.8 - The influence of the radius of curvature on the forced oscillations of an 
elastically coupled system of two doubly curved shallow nano-shells – Stamenkovic 
Atanasov M., Simonovic J., Pavlovic I. (10ICSSM - Stamenkovic Atanasov et al. - M4) 

• M.4.9 - Convergence of analytical-numerical algorithm for inverse kinematics of Niryo One 
robot – Todorovic V., Nesic N., Jovic S. (10ICSSM - Todorovic et al. - M4) 
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Day 2, June 19 
16:20 - 17:20 

Session M3, Room: FME 607 B 
Chairs: Dosaev M., Institute of Mechanics of Lomonosov Moscow State University, Russia 

3 papers (15 min + 5 min for comments every): 
• M.3.7 - A tailed robot on three supports – Klimina L. (10ICSSM - Klimina - M3)

• M.3.8 - A numerical study of the Belousov-Zhabotinsky reaction network – Macesic S.,
Ivanovic Sasic A., Cupic Z. (10ICSSM - Macesic et al. - M3)

• M.3.9 -Biomechatronic system for monitoring eating behaviour–Magomedov M., Magomedov
R. (10ICSSM - Magomedov and Magomedov - M3)

17:20 - 17:50 
Coffee Break 

(At the lobby area of sixth floor FME) 
Day 2, June 19 
17:50 - 19:00 

SSM Annual and Election Assembly 
Room: 611 FME 

Day 2, June 19 
17:50 - 19:00 

Sightseeing tour 
Walk and Guided Tourof Niš Fortress 

Day 2, June 19 
19:30 - 22:00 

Gala Dinner 
(The banquet hall at New City Hotel & Restaurant in Niš) 
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Day 3, June 20, 2025 
 

Day 3, June 20 
09:30 - 10:15 

Plenary Lecture  
Dimension Reduction in Elasticity - R. Kienzler, University of Bremen, Germany , 

(10ICSSM- Kienzler) 

Room: 611 FME, Chair: Prof Srboljub Simić 
10:15 - 10:25 Short technical break 

10:25 - 11:45 Parallel Sessions 

Day 3, June 20 
10:25 - 11:25 

Session C, Room: FME 608 B 
Chairs: Šalinic S., Faculty of Mechanical and Civil Engineering in Kraljevo, 
University of Kragujevac, Serbia 

3 papers (15 min + 5 min for comments every): 
• C.10 - Mode orthogonality conditions of spatial vibrations of an Euler-Bernoulli cantilever 

beam with an eccentric rigid tip load – Veg M., Tomovic A., Obradovic A., Salinic S., Selyutskiy 
Y. (10ICSSM - Veg et al. - C) 

• C.11 - Friction Stir Welding – Thermo-mechanical quantities and energy dissipation for 
different joint shapes – Veljic D., Medjo B., Radovic N., Radosavljevic Z., Mihajlovic D., Sedmak 
A. (10ICSSM - Veljic et al. - C) 

• C.12 - Generalized Einstein tensor for euclidean surfaces with mechanical point of view – 
Vesic N., Slavkovic K. (10ICSSM - Vesic et al. - C) 

Day 3, June 20 
10:25 - 11:25 

Session D, Room: FME 607 A 
Chairs: Petronijevic P., Faculty of Civil Engineering and Architecture, University of Niš, Serbia 

3 papers (15 min + 5 min for comments every): 
• D.15 - Inverse kinematics solutions of robotic manipulators using Paden-Kahan subproblems 

and screw theory– Todorovic V., Nesic N., Lazarevic M. (10ICSSM - Todorovic et al. - D) 
• D.16 - Analysis of steel plate girders subjected of patch loading with geometrical and structural 

imperfections – Turnic D., Spasojevic Surdilovic M., Zivkovic S., Petrovic Z., Petronijevic P. 
(10ICSSM - Turnic et al. - D) 

• D.10 - Different types of the deformed exponential functions in the statistical mechanics – 
Rajkovic P., Marinkovic S., Stankovic M. (10ICSSM - Rajkovic et al. - D) 

Day 3, June 20 
10:25 - 11:45 

Session M1, Room: FME 607 B 
Chairs: Atansovska I., MISASA, Belgrade, Serbia, Fu Z., College of Mechanics and 
Engineering Science,Hohai University, China  

4 papers (15 min + 5 min for comments every): 
• M.1.2 - Shear striping phenomena in viscoelastic liquid crystal elastomers– Cajic M., Karlicic 

D., Paunovic S. (10ICSSM - Cajic et al. - M1) 
• M.1.4 - A finite electro-viscoelastic model for nematic liquid crystal elastomers – Karlicic D., 

Cajic M., Paunovic S. (10ICSSM - Karlicic et al. - M1) 
• M.1.6 - Application of soft MREs for magnetically induced actuation with implementation in 

FEniCSx– Paunovic S., Karlicic D., Cajic M. (10ICSSM - Paunovic et al. - M1) 
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• M.1.7 - Inertial amplification effects on wave dispersion in metastructures with elastic and
rigid segments – Rosic N., Karlicic D., Lazarevic M. (10ICSSM - Rosic at al. - M1)

Day 3, June 20 
10:25 - 11:45 

Session M2, Room: FME 608 A 
Chairs: Ilić D., Faculty of Mechanical Engineering, University of Belgrade, Belgrade, Serbia and
Bikić S., Faculty of Agriculture, University of Novi Sad, Novi Sad, Serbia 

4 papers (15 min + 5 min for comments every): 
• M.2.5 - A short discussion on the circulation in the turbulent swirling flow in the axial fan jet

– Jankovic N., Cantrak Dj, Ilic D. (10ICSSM - Jankovic et al. - M2)
• M.2.7 - Numerical study of natural convection in a square enclosure with a circular cylinder

at different vertical positions – Milosavljevic N., Radenkovic D. (10ICSSM - Milosavljevic and
Radenkovic - M2)

• M.2.3 - Analysis of turbulent swirling flow in a pipe downstream of an axial fan impeller:
experimental and numerical approach – Bulajic M., Jankovic N., Lecic L., Cantrak Dj. (10ICSSM -
Bulajic et al. - M2)

• M.2.1 - PIV experiment in a scaled operating room with laminar airflow ventilation – Angiero
T., Discetti S., Ianiro A. (online) (10ICSSM - Angiero et al. - M2)

11:45 - 12:15 
Coffee Break  

(At the lobby area of sixth floor FME) 
Day 3, June 20 
12:15 - 12:40 

Closing Ceremony 
Room: 611 FME 
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Dynamic Stability of Structures under Multi-Hazards 

Thuesday, June 19, 2025 
09:00 - 09:45 

Dr. Jian Deng is a Professor at Lakehead University with 30 years of 
experience in Engineering Sciences. Specializing in dynamic stability 
and structural reliability, he advances theories and techniques for 
analyzing and designing underground excavations, structural elements, 
and engineering systems. He holds a Ph.D. from the University of 
Waterloo, Canada, and is passionate about research, teaching, and 
programming. 

Natural hazards pose significant risks to people and infrastructure worldwide. Traditional 
stability assessment approaches often focus on individual hazards, overlooking the 
cumulative and cascading effects of multi-hazard scenarios. This can lead to inaccurate 
stability estimations, as the combined impact of multiple hazards—such as earthquakes, 
vibrations, landslides, and water waves—may differ significantly from the sum of their 
individual effects. 
This talk explores the dynamic stability of structures under multi-hazard conditions, using 
pile foundations in Lake Superior as a case study. The equations of motion for pile 
foundations subjected to multiple excitations are derived using Hamilton’s principle. 
Analytical and numerical methods are employed to identify dynamic instability regions, with 
a particular focus on parametric resonances. The numerically accurate diagrams are used to 
calibrate the approximate analytical instability boundaries of various orders of the method 
harminc balance. The numerical method can also overcome the limitations of small-
parameter assumptions inherent in perturbative and averaging techniques. The findings 
provide new insights into structural behavior under complex hazard interactions, 
contributing to more robust and resilient infrastructure design.
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Resolution of the Twentieth Century Conundrum in Elastic Stability 

 
 

Wednesday, June 18, 2025 
11:15 - 12:00 

 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Isaac Elishakoff is a Distinguished Research Professor at 
Florida Atlantic University, USA, with 54 years of experience 
in theoretical and applied mechanics. His expertise spans 
probabilistic and deterministic mechanics, composite materials, 
nanotechnology, structural stability, vibrations, and functionally 
graded structures. He earned his Ph.D. from the Moscow Power 
Engineering Institute and State Research University. Professor 
Elishakoff is the author of over 620 scientific papers and has 

     

 
This lecture deals with the buckling of some structural elements in mechanical, aerospace, 
ocean, and marine engineering. For beams and plates, the theoretical and experimental 
values of buckling loads are in close vicinity. However, for stability of thin shells, the 
experimental predictions do not conform with the theory, due to presence of small 
geometric imperfections that are deviations from the ideal shape. This fact of discrepancy 
has been characterized to in the literature as ‘embarrassing’, ‘paradoxical,’ and 
‘perplexing.’ 
Indeed, the popular adage, “In theory there is no difference between theory and practice. In 
practice there is”, very much applies to thin shells whose experimental buckling loads may 
constitute a small fraction of the theoretical prediction based on classical linear theory. 
Therefore, in practice, engineers use knockdown factors that are not theoretically 
substantiated. 
This lecture presents a probabilistic approach that tames this prima-donna-like and 
capricious behaviour of structures that has been dubbed as ‘imperfection sensitive’ — thus 
resolving the conundrum that has occupied the best minds of elastic stability throughout 
the twentieth century, including Theodore von Kármán of RWTH Aachen University and 
Caltech, Warner Koiter of TU Delft, Bernard Budiansky of Harvard, Vladimir Bolotin of 
Russian Academy of Sciences, and others. 
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Global Nonlinear Dynamics in the Analysis and Safety of Multistable 
Dynamical Systems 

Thuesday, June 19, 2025 
14:00 - 14:45 

Paulo Batista Gonçalves is an Emeritus Professor at the 
Pontifical Catholic University of Rio de Janeiro, PUC-
Rio with 45 years of experience in Structural Stability and 
Dynamics. Specializing in Nonlinear Dynamics, Paulo B. 
Gonçalves has successfully published More than 500 articles 
published in the areas of structural instability and nonlinear 
dynamics. Organizer and editor of several national and 
international conferences. Editorial board of Nonlinear 
Dynamics, Meccanica, Proceedings of the Institution of 
Mechanical Engineers, Part C and REM International 
Engineering Journal. Paulo B. Goncalves holds a D.Sc. 
from Federal University of Rio de Janeiro and post-doctorate 
from University College Londonand is passionate about the 
interplay between stability and global dynamics. 

In recent years, an increasing number of investigations have been published on the advantageous 
use of buckling in science and diverse engineering fields. These applications include actuators, 
energy harvesters, micromechanical systems (MEMS), robotics, energy absorbers, and 
metamaterials, among others. Researchers have proposed various structural systems, materials, 
and fabrication procedures. Special attention has been given to bistable and multistable 
structures—those with two or more stable configurations at the same load level, particularly those 
exhibiting snap-through buckling. Many of these systems consist of chains of bistable elements, 
flexibly or rigidly connected, which respond to applied loads or displacements in a progressive 
manner. However, their nonlinear dynamic behavior and stability remain poorly understood. To 
analyze these systems and ensure their safety, global dynamic analysis tools are essential. These 
tools enable investigation of the interplay between coexisting solutions. This presentation focuses 
on the nonlinear global dynamics of such systems and the appropriate design tools.
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Modeling of Contact Fatigue Fracture of Deformable Bodies in 

Frictional Interaction 
 

Wednesday, June 18, 2025 
13:10 - 13:55 

 
Irina Goryacheva is a Professor and Head of the Tribology 
Laboratory of Ishlinsky Institute for Problems in Mechanics RAS 
with more than 50 years of experience in the Mechanical 
Engineering. Specializing in thecontact mechanics, Irina Goryacheva 
is the author of more than 200 papers and 8 books and has developed 
analytical methods of solutions of various contact mechanics 
problems taking into account friction and wear of contacting bodies. 
Irina Goryacheva holds a Ph.D. degree from Lomonosov Moscow 
State University and is passionate about microgeometry effects in 
contact interaction. 
 
 
 
 
The accumulation of contact fatigue damage is one of the main causes of the fracture of the 
surface layers of the contacting bodies in cyclic loading. This process exists at different scales: at 
microscale, it leads to fatigue wear of friction pair materials, at macroscale - to the formation of 
contact fatigue cracksunder the contacting surfaces. 
The approach to modeling the contactfatigue fracture of deformable bodies under cyclic loading is 
based on calculation of a damage function, which depends on the amplitude values of the internal 
stressesinside the contacting bodies. These stresses are determined by both the macro- and 
microgeometry of the contacting bodies. 
The lecture provides the approach for studying the contact and internal stresses and modeling the 
accumulation of fatigue damage in sliding and rolling with slippage of elastic bodies of given 
shapes. The influence of the contact conditions on the subsurface damage accumulation process 
and fatigue crack formation is analyzed. The similar approach is also used to study the contact 
fatigue wear process for the given surface microgeometry and loading conditions. 
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Dimensional Reduction in Elasticity 

 
Friday, June 20, 2025 

09:30 - 10:15 
 

 

 

R. Kienzler is a professor i.R. at the University of Bremen, Germany, 
with 50 years of experience in applied mechanics specializing in 
fracture, material and structural mechanics. R. Kienzler was Editor-in-
Chief of the Archive of Applied Mechanics and Vice Secretary of the 
GAMM. He published ten books and about 250 papers in scientific 
journals. R. Kienzler is Honorary Member of the Polish and the 
Hellenic Societies of Theoretical and Applied Mechanics and holds a 
Dr. h.c. from the Ilia Vekua Institute of Applied Mathematics of the 
Ivane Javakhishvili Tbilisi State University, Georgia. 

 
 
 
 

 
 

Consistent two- and one-dimensional theories are derived from the three-dimensional theory of 
linear elasticity by the combination of the uniform-approximation method with the pseudo-
reduction technique. Well-known equations and extended theories for structural components both 
for two-dimensional members as plates and discs as well as one-dimensional members as bars, 
beams and shafts. Neither a-priori assumptions nor any correction factors are invoked. 
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Strain-gradient Crystal Plasticity Models for Predicting Microstructure, 
Length-Scale, and Strain Path Sensitive Deformation Behavior of 

Polycrystalline Metals 
 
 

Thuesday, June 19, 2025 
10:00 - 10:45 

 
Marko Knezevic earned his BS degree in Mechanical 
Engineering from the University of Novi Sad (Serbia) in 2004 and 
his Ph.D. in Materials Science and Engineering from Drexel 
University in 2009. After graduate school, he joined Scientific 
Forming Technologies Corporation in Columbus, OH from 2009 
to 2011 as a principal research scientist for development of the 
commercial finite-element software DEFORM used for analysis of 
manufacturing processes. After industrial experience, he was with 
the Materials Science and Technology Division at Los Alamos 
National Laboratory in Los Alamos, NM from 2011 to 2013 as the 
LANL Seaborg Institute Postdoctoral Fellow. He then joined the 
faculty of the Mechanical Engineering Department at the 
University of New Hampshire. Prof. Knezevic’s research is 
focused on understanding of materials behaviour under complex 
loading using a combination of computational methods and 
experiments, development of constitutive material models, design 
and manufacturing at component levels, materials design at 
microstructural length scales, as well as the development of high-
performance computational applications integrating multi-scale 
material models for predicting materials behaviour. His work has 
produced about 250 archival journal articles 
 
 
The presentation will begin by summarizing a full-field strain-gradient (SG) crystal plasticity 
finite element (CPFE) model, which considers the roles of microstructural length-scales. The 
potential and utility of the model to simulate mechanical response, strain gradients, and associated 
slip-system level geometrically necessary dislocations (GNDs) will be demonstrated via a few 
simulation case studies involving a set of strain-path change deformation conditions of AA6016. 
A high-fidelity verification of the predicted GNDs will involve comparisons with those observed 
using 3D structures extracted, via serial sectioning, following application of the strain paths. A 
key limitation of such SG-CPFE modeling pertains to the scale and requirements for 
microstructural meshes of explicit grain structures. In light of this, the subsequent part of the 
presentation will describe a formulation of a homogenization-based SG formulation linking micro-
scale single-crystal to meso-scale polycrystalline aggregate to macro-scale component level 
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modeling of geometrical shape changes under complex deformation boundary conditions while 
predicting mechanical response and microstructural evolution. 
 
 
 

 
A Robust Shell Finite Element and Nonlocal Approaches in Mechanics 

 
 

Wednesday, June 18, 2025 
10:15 - 11:00 

 
Dr. Reddy is a Distinguished Professor, Regents’ Professor, and 
the holder of the O’Donnell Foundation Chair IV in Mechanical 
Engineering at Texas A&M University, College Station, Texas. Dr. 
Reddy, an ISI highly cited researcher, is known for his significant 
contributions to the field of applied mechanics through the 
authorship of a large number of textbooks (25) and journal papers 
(>800). His pioneering works on the development of shear 
deformation theorieshave had a major impact and have led to new 
research developments and applications. In recent years, Reddy's 
research has focused on thedevelopment of locking-free shell finite 
elements and nonlocal and non-classical continuum mechanics 
problems dealing with architected materials and structures and 
damage and failures in brittle solids  
 
 
The lecture consists of the speaker’s recent research in: (1) the development of higher-order, 
locking-free shell finite element for large deformation of laminated and functionally graded plate 
and shell structures (G.S. Payette and J.N. Reddy, Computational Methods in Applied Mechanics 
and Engineering, 278, 664-704, 2014) and (2) nonlocal approaches for modeling architected 
materials and structures and fracture in brittle solids (Praneeth Nampally, Anssi Karttunen, and 
J.N. Reddy, European Journal of Mechanics, A/Solids, 74, 431-439, 2019; P. Thamburaja, K. 
Sarah, A. Srinivasa, J.N. Reddy, Proceedings of the Royal Society A, 477 (2021) 20210398). The 
seven-, eight-, and twelve-parameter shell elements developed are based on modified first-order 
and third-order thickness stretch kinematics, and they require the use of fully three-dimensional 
constitutive equations. Through the numerical simulation of carefully chosen benchmark 
problems, it is shown that the developed shell elements are insensitive to all forms of numerical 
locking and are the best alternative to 3-D finite elements in saving computational resources while 
predicting accurate stresses. A non-local continuum model that accounts for material and/or 
structural length scales in a phenomenological way through the micromorphic plate theory to 
model architected materials and structures (e.g., web-core sandwich panels) is also discussed and 
its accuracy compared to 3D finite elements is brought out through numerical examples. In 
addition, a thermodynamically consistent fracture model for brittle and quasi-brittle solids based 
on Graph-based Finite Element Analysis (GraFEA) with appliocations to concrete structures. 
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ON A STABILITY OF THE BEAMS WITH AND WITHOUT ELASTIC FOUNDATION

Armin D. Berecki1[0000-0001-5694-3161], Sanja J. Mihok1[0000-0003-4297-4527],
Lidija Z. Rehlicki Lukešević1[0000-0002-1741-9014]

1 Faculty of Technical Sciences,
The University of Novi Sad, Trg Dositeja Obradovića 6, 21000 Novi Sad
e-mail: armin@uns.ac.rs, sanjao@uns.ac.rs, lidijarl@uns.ac.rs

Abstract:

In this paper, we analyze the stability of the four beams with different types of boundary
conditions on a Winkler-type elastic foundation. We examine both the nonlinear and linearized
problems for all beams. We show influence of boundary conditions on the number of solutions
for the unique values of the critical force and foundation stiffness. Finally, we compared results of
this analysis with the results of classical Euler’s axially loaded rods for several types of boundary
conditions without elastic foundation.

Key words: stability, beams, boundary conditions, elastic foundation

1. Introduction

The stability analysis of elastic rods started with the famous work of Euler in 1744, when
Euler used a static method to determine the stability boundary of axially loaded rods for several
types of boundary conditions. Result of that analysis is presented in [1]. The basis of Euler's
analysis lies in the fact that under the same boundary conditions and load, a beam can exist in
equilibrium in several different positions. From this it follows that the question whether some
equilibrium position is stable reduces to the question of whether the system basic equation of the
plane deformation of the rod has one or more solutions. Analyzing the equations describing
equilibrium often involves solving systems of nonlinear equations, therefore, in each specific
case, the relationship between the linearized and nonlinear problems must be carefully examined.
One of the methods for such analysis is the so-called alternative method, which is based on the
Lyapunov-Schmidt reduction procedure (see [4], [5]).

Beams on elastic foundations are frequently used in structures and their stability analysis has
been in the focus of attention of the researchers for many years. In this paper were chosen the
beams with four different boundary conditions similar to classical Euler’s beams but all on a
Winkler-type elastic foundation. This Winkler model treats foundation as a system of mutually
independent springs, assuming that pressure at the observed point of the base causes the
deflection of that point only. Thus, the properties of the base are described only by one parameter
µ which represents the stiffness coefficient of the soil. Although it is the simplest base model, it
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has a wide practical application. Many articles such as [2], [3], consider beams on Winkler
foundation where authors analyzed stability of an elastic simply supported beam on the Winkler
type elastic foundation.

In this paper, four elastic beams with different boundary conditions (simple supported beam,
cantilever simple supported beam, rigidly fixed beam and cantilever beam) on an elastic Winkler-
type foundation are analyzed. A fully nonlinear equilibrium equation and linearized problem are
examined. The solutions for each beam are shown and a comparison of the results with beams of
the corresponding boundary conditions only without elastic lining is given.

2. Formulation of the problem

Consider four elastic beams of length L positioned on a Winkler type elastic foundation. The
four types of beams are shown in Figure 1: a) simply supported beam, b) cantilever simple
supported beam, c) rigidly fixed beam and d) cantilever beam.

Fig. 1. Beams with four types of boundary conditions on a Winkler-type elastic foundation

All beams have constant cross-sectional area, they are inextensible and loaded at point B (see
Figure 1) by axial compressive force F which is coincident with x axes. Equilibrium equations for
the rod are:

0; ; cos sinH V y M V H         ; (1)

where µ is constant stiffness of the foundation. Note that ( ) ( )d dS   represent derivatives
with respect to S which is the arc-length of the rod axis. H and V are components of the contact
force in an arbitrary section of the rod along x  and y  axes, respectively, M is the bending
moment, and θ is the angle between the tangent to the column axis and the x axis. Geometrical
relations are:

cos ; sin ;x y   (2)

and the constitutive equation is:

;dM EI
dS



(3)

where E is the modulus of elasticity and I is the moment of inertia of the cross section.
Relation (3) corresponds to the classical Bernoulli-Euler rod theory.

Boundary conditions for each rod in Figure 1 are given below, respectively:
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a)            0 0; 0 0; 0 0;x y y L M M L H L F       ;  (4)

b)            0 0; 0 0; 0 0;x y y L M L H L F       ;                (5)

c)            0 0; 0 0; 0 0;x y y L L H L F        ;  (6)

d)            0 0; 0 0; 0 0;x y V L M L H L F       ;  (7)

2.1 Nonlinear problem

Horizontal component of the contact force is obtained by solving (1)1 and by using (4)4:

H F  . (8)

Trivial solution of the system (1)-(3) is
0 0 0

0 0 0

; 0; 0;
; 0; 0;

H F V M
x S y 

   

   (9)

where the axis of the rod remains straight. Let H = H0 + ∆H, V = V0 + ∆V, ... This results
with:

; ; ;
; ; .

H F H V V M M
x S x y y  
       
       (10)

Substituting (10) into the system of equation (1)-(3) the nonlinear system of equations is
obtained as given:

 0; ; cos sin ;
cos 1; sin ; .

H V y M V F H
x y M EI

  
  

               

                     (11)

Integrating (11)1 we obtain that ∆H = const. Since ∆H(L) = 0, it follows that ∆H = 0.
Following dimensionless quantities are introduced:

4

1

2 2

2

; ; ; ;

; ; .

x y S Lt
L L L EI
FL VL MLv m
EI EI EI

  



 
   

 
  

(12)

Substituting (12) in (11) we obtain

1 2; cos sin ; sin ; cos 1; ;v m v m                         (13)

where   ( )d dt  �

.

2.2 Linearized problem

Let   1 5([0,1])Tm C    y where C1 is Banach space of continuous function

with continues first derivative. Let M be the nonlinear operator
1 5 2 5: ( ([0,1])) ( ([0,1]))M C C �

. Now, the system (13) can be written as
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1

2

1 2

cos sin
, , sin

cos 1

v
m v

dM
dt

m


  

   
 


   
       
     
      
      

y 0

; (14)

where 1 2( , )  � . Problem (14) is linearized by introducing Frechet derivative of M, with
respect to y , at 0y as given:

     1 2 1 2, , , ;D M B    y 0 y 0
(15)

where 1 2( , )B  
 is a linear operator acting on y . The following is obtained:

1 2; ; ; 0 .;v m v m                                                     (16)

Using ζ(0)=0 from (16)4 we get that ζ = 0. Linear problem can be

simplified as 1 2( , )B   y 0  , using (16), by omitting ζ from y :

       41
1 2, , 0,1TB y v m C     y 0

; (17)

the action of linear operator is given by:

1 2; ; ; .v m v m             (18)

In following analysis we will consider reduced nonlinear system

 1 2, , .M   y 0 (19)

From (18) we get the equivalent problem as follows

2 1 0       . (20)

Let
2
2 14 0   . Solution of equation (20) is:

1 1 2 1 3 2 4 2cos sin cos sinC t C t C t C t        ; (21)

where

2 2
2 2 1 2 2 1

1 2

4 4
; .

2 2
     

 
   

 
(22)

If
2
2 14 0    the buckling is not possible. This implies that there is a maximal value for

stiffness of the foundation where buckling is possible. Setting λ1 = 0 the result is in agreement
with [1].

3. Influence of boundary conditions on the number of solutions

In this section we compare the solutions of the system determinant and analyze their

influences on the critical force, assuming that auxiliary parameter 2 is fixed.
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3.1 Simple supported beam (see Figure 1a)

 
 
 
 

1 3

1 1 2 1 3 2 4 2

2 2
1 1 3 2

2 2 2 2
1 1 1 2 1 1 3 2 2 4 2 2

0 0 0;

1 0 cos sin cos sin 0;

0 0 0;

1 0 cos sin cos sin .

C C

C C C C

C C

C C C C



    

  

        

   

     

   

    




       (23)

By solving the determinant we get

 22 2
1 2 1 2sin sin 0     

. (24)

Notice that:

 22 2 2
1 2 2 14     

. (25)

Equation (24) takes form:

 2
2 1 1 24 sin sin 0     

. (26)

Assuming that relation
2
2 14 0    is satisfied the equation (26) has same solutions 2 for the

fixed 1 in the first two buckling modes. This implies that for one eigenvalue (i.e. critical point)

we have two mutually orthogonal eigenvectors  t (see [2]).

3.2 Cantilever simple supported beam (see Figure 1b)

 
 
 
 

1 3

1 1 2 1 3 2 4 2

2 1 4 2

2 2 2 2
1 1 1 2 1 1 3 2 2 4 2 2

0 0 0;

1 0 cos sin cos sin 0;

0 0 0;

1 0 cos sin cos sin .

C C

C C C C

C C

C C C C



    

  

        

   

     

   

    



        (27)

By solving the determinant we get

   22 2
1 2 2 1 2 1 1 2sin cos cos sin 0          

. (28)

Since (25) holds and
2
2 14 0    is satisfied, equation (28) can be written in the form:

2 1 1 1 2sin cos cos sin      . (29)

In this case there is unique pair 1 2( , )   for each buckling mode. In other words, for fixed

buckling mode, and for all values

2
2

10
4
 

there is a unique solution 2 � that satisfies (29).

This implies that for one eigenvalue (i.e. critical point) we have unique eigenvector  t . Similar
work can be found in [6].
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3.3 Rigidly fixed beam (see Figure 1c)

 
 
 
 

1 3

1 1 2 1 3 2 4 2

2 1 4 2

1 1 1 2 1 1 3 2 2 4 2 2

0 0 0;

1 0 cos sin cos sin 0;

0 0 0;

1 0 sin cos sin cos 0.

C C

C C C C

C C

C C C C



    

  

        

   

     

   

      



                                     (30)

By solving the determinant we get

 2 2
1 2 1 2 1 2 1 2 1 22 2 cos cos sin sin 0            

. (31)

Notice that:
2 2

1 2 2    ; (32)

1 2 1   . (33)

Equation (31) takes form:

 1 1 2 2 1 22 1 cos cos sin sin 0        . (34)

Equation (34) has different kinds of solutions depends on the parameters 1 2( , )  . The first

kind is when  1 21 cos cos 0   . In this case there is a unique solution 2 �  for a fixed

buckling mode and for all values

2
2

10
4
 

 which is similar to the last case (Cantilever simple

supported beam). However, if the  1 21 cos cos 0    then the solution behaves as in Simple
supported beam, i.e. the equation (34) has the same solutions 2 for fixed 1 in the first two
buckling modes.

3.4 Cantilever beam (see Figure 1d)

 
 
 
   

1 3

2 2 2 2
1 1 1 2 1 1 3 2 2 4 2 2

2 1 4 2

2

0 0 0;

1 0 cos sin cos sin 0;

0 0 0;

1 1 0.

C C

C C C C

C C



        

  

  

   

     

   

  





           (35)

By solving the determinant we get

  
 

4 4 2 2 2 2 2
1 2 1 2 1 2 2 2 2 2 1 2 2 1 2

2 2
1 2 1 2 2 1 2

[ 2 cos cos

2 sin sin ] 0.

              

      

      

   
         (36)

In addition to (25) and (32, 33), notice that:
4 4 2 2

1 2 1 2 2 2 2            ; (37)

 2 2 2 2
2 2 1 2 2 2 12 2         

; (38)
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 2 2
1 2 1 2 2 1 22 3        

. (39)

Equation (36) takes form:

 2
2 1 1 2 1 2 1 2 22 cos cos 3 sin sin          

. (40)

In this case there are no solution for 2 . This case can not be solved using this method of
analyzing the critical force [1].

The table below compares the solutions for the four types of beams, both with and without an
elastic foundation.

Case Equation Nature of solution for fixed 1

(a)

1

2

0
 

 sin 0  Unique solution 2 � for

each buckling mode

1
� 1 2sin sin 0   Same solution 2 � for i and

i+1 buckling mode

(b)

1

2

0
 

 tan   Unique solution 2 � for

each buckling mode

1
� 2 1 1 1 2sin cos cos sin      Unique solution 2 � for

each buckling mode

(c)

1

2

0
 

 tan

2 2
 
 Unique solution 2 � for

each buckling mode

1
�

 1 1 2

2 1 2

2 1 cos cos
sin sin

  
  





If 1  is such that
1 21 cos cos 0   then: Same

solution 2 � for i and i+1
buckling mode

If 1  is such that
1 21 cos cos 0   then:

Unique solution 2 � for
each buckling mode

(d)

1

2

0
 

 cos 0   Unique solution 2 � for

each buckling mode

1
�

 2
2 1 1 2

1 2 1 2 2

2 cos cos

3 sin sin

   

    



 

Table 1.  The different cases of boundary conditions and their influence on the nature of the
solution for critical force

It can be easily shown that if 1 0  and 2  are applied into the solution for beams with
an elastic foundation, the resulting equations are identical to the solutions for beams without an
elastic foundation.
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3. Conclusions

This paper provides clear example of how changes in boundary conditions can significantly
influence the results regarding the critical force acting on a rod. It can be seen that beams without
elastic foundation have unique solution for each buckling mode, while beams on elastic
foundation have different situation depending on boundary conditions. The Cantilever simply
supported beam has unique solution, while simply supported beam exhibits identical solutions 2

for fixed 1 for first two buckling modes. It is also shown that rigidly fixed beam has both
solutions (unique and bimodal) depending on some input parameters. Cantilever beam can not be
solved using this method; therefore, future research should consider alternative approaches and
compare with these results.
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ON THE PROPERTIES OF FRICTION TO MAINTAIN THE STATE OF REST
OF A TRIPOD ON A ROUGH SURFACE
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Abstract

The results of a constructive study of the ability of dry friction to hold a tripod in a state of
rest under the influence of external forces are presented. In addition to the reaction forces of the
supports, the tripod is subject to the force of gravity, a horizontal force, and a pair of forces with a
vertical moment. A constructive discussion of the distribution of limit friction in the tripod
supports is proposed. In particular, it is shown that the sum of the moduli of the limiting friction
forces is strictly less than the product of the friction coefficient and the weight of the body.

The identified features will ensure a rest phase for the body of a vibration robot resting on a
rough plane with three points.

Key words: tripod, dry friction, limit friction force

1. Introduction

A vibration robot has a phase of motion during which its body is motionless and rests on a
rough surface. At this time, the internal elements perform intensive movements, creating
significant relative forces and moments. These forces generated by the rotating internal elements
affect the reactions of the robot body supports, that is, the position, in a sense, of the local center
of pressure and the instantaneous force of pressure. After these effects are reduced to the center of
mass, a pair of forces is released, with a vertical moment, and one horizontal force. Therefore, a
serious problem arises associated with the need to keep the robot body at rest, which is
fundamental for the implementation of the robot control algorithm. It is necessary to determine
the conditions under which these external effects are unable to move the robot body from its rest.
A similar problem of finding the ultimate forces in supports was considered in [1].

2. Method
The problem of maintaining the rest of a rigid body supported by three points on a rough

plane under the action of external forces is considered. For simplicity, it is assumed that the
support points form a regular triangle ABC (Fig. 1). In addition to gravity, the body is affected by
a horizontal force whose line of action passes through the center of mass of the robot body, and a
force couple with a vertical moment. For some individual cases, the distribution of reaction forces
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between the supports is considered, and conclusions are made about the magnitude of the limit
force (moment), that is, such a force whose effect does not disturb the rest of the body, while any
force with a magnitude greater than the limit one leads to the onset of body motion. Let us
consider the model of classical dry friction. We assume that each support point cannot begin to
slide until the values of its horizontal and vertical reactions are related by the following

relationship: , , ,i iR Z i A B C  , where , ,A B CZ Z Z  are magnitudes of the normal support
reactions, , ,A B CR R R  are modules of the horizontal support reactions (dry friction forces between
supports and the supporting plane).

An algorithm is proposed for determining the minimum coefficient of friction at which a
body on three supports maintains a state of rest under a given load. The conditions for
maintaining the rest of the body are determined by solving the problem on the extremum of the
sum of the squares of the moduli of horizontal reactions. In most typical cases of the location of
the center of mass, the problem is solved analytically; for an arbitrary location of the center of
mass inside the support triangle, a numerical approach is used.

Fig. 1. Dependence of the magnitude of the maximum moment that will not disturb the rest of the body
on the position of the projection (x,y) of the center of mass onto the support triangle

3. Conclusions

Friction provides maximum resistance to the external moment when the center of mass is
projected onto the center of the triangle (Fig. 1). The ability of friction to resist an external
moment decreases faster if the projection of the center of mass is shifted from the center of the
triangle along the median toward the triangle vertex than toward the nearest side.

It was shown that the sum of the modules of the ultimate friction forces is, as a rule, strictly
less than the product of the friction coefficient and the body weight. Equality is achieved only in
special individual cases.

Since the time of N.E. Zhukovsky ([2]), it has been known that an external moment reduces
the ability of friction to maintain the rest of the body. It has been shown that even if the force is
applied to the center of mass (the moment is zero), the ultimate friction force in many cases is less
than the product of the friction coefficient and the body weight.

The revealed features will allow ensuring the rest phase of the body of a vibration robot
resting on a rough plane with three points.
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Abstract:

We emphasize the importance of bridges between statistics, mechanics, and geometry.
We develop and employ links between pencils of quadrics, moments of inertia, and linear
and orthogonal regressions. For a given system of points in Rk representing a sample of a
full rank, we construct a pencil of confocal quadrics which appears to be a useful
geometric tool to study the data: (i) All the hyperplanes for which the hyperplanar
moments of inertia for the given system of points are equal, are tangent to the same
quadrics from the pencil of quadrics. We develop regularization procedures for the
orthogonal least square method, analogues of lasso and ridge methods from linear
regression. (ii) For any given point P among all the hyperplanes that contain it, the best fit
is the tangent hyper plane to the quadric from the confocal pencil corresponding to the
maximal Jacobi coordinate of the point P; the worst fit among the hyperplanes containing
P is the tangent hyperplane to the ellipsoid from the confocal pencil that contains P.  The
confocal pencil of quadrics provides a universal tool to solve the restricted principal
component analysis restricted at any given point. Some of the obtained results can be
seen as generalizations of classical results of Pearson on orthogonal regression.
Applications include statistics of errors-in-variables models and restricted regressions,
both ordinary and orthogonal ones. For the orthogonal regression, a new formula for test
statistic is derived, using the Jacobi elliptic coordinates associated to the pencil of
confocal quadrics. The developed methods and results are illustrated in natural statistics
examples.

Key words: data ellipsoid, confocal pencil of quadrics, planar moments of inertia, restricted
regression
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Abstract. We consider a motion of a material point of mass m placed in a constant homogeneous 
magnetic field in Rn given by the 2-form

F = s∑
i< j

κi jdγi∧dγ j. (1)

and restricted to the sphere Sn−1 = {γ ∈ Rn | ⟨γ,γ⟩= 1}. Here κ ∈ so(n) is a fixed skew-symmetric
matrix and s is a real parameter.

We work in redundant coordinates and consider the phase space T ∗Sn−1 as a submanifold of
R2n(γ, p) given by equations

φ1 = ⟨γ,γ⟩= 1, φ2 = ⟨p,γ⟩= 0,

and endowed with the twisted symplectic form ω + f, ω = ∑
n
i=1 d pi∧dγi|T ∗Sn−1 , f = F|T ∗Sn−1 .

The Hamiltonian of the system is

H(γ, p) =
1

2m
⟨p, p⟩

and the corresponding Hamiltonian equations on the magnetic cotangent bundle (T ∗Sn−1,ω + f) are
given by

γ̇ =
1
m

p, ṗ =
s
m

κ p+µγ, µ =
1
m

(
s⟨p,κγ⟩−⟨p, p⟩

)
. (2)

The function µ is the Lagrange multiplier and µγ is the reaction force of the holonomic constraint
φ1 = 1.

For n = 3, by using the standard identification R3 ∼= so(3),

κ⃗ = (k1,k2,k3)←→ κ =

 0 −k3 k2
k3 0 −k1
−k2 k1 0

 , (3)

we get that the term s
m κ p represents the usual Lorentz force

s
m

κ p =
s
m

κ⃗× p.

In [1], we derived equations (2) as the reduced equations of a gyroscopic nonholonomic Chap-
lygin system representing a ball rolling over a sphere. The system of a ball rolling over a sphere is
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a generalization of the Demchenko integrable system [2]. In [1], we also performed explicit inte-
gration of the equations of motion (2) of the systems on S2 and S3 in elliptic functions. To aline the
notation from this talk with the notation from [1], one should set

m = τ/ε
2, s = 1/ε

2 (s/m = 1/τ).

Other examples of integrable natural Hamiltonian systems on magnetic cotangent bundles of homo-
geneous spaces can be found in [3, 4].

We choose an orthonormal basis [e1, . . . ,en] of Rn in which the magnetic 2-form (1) becomes

F = s(κ12dγ1∧dγ2 +κ34dγ3∧dγ4 + · · ·+κ2[n/2]−1,2[n/2]dγ2[n/2]−1∧dγ2[n/2]),

such that κ12 ≥ 0, κ34 ≥ 0, . . . ,κ2[n/2]−1,2[n/2] ≥ 0.
Thus, the system (2) becomes

γ̇2i−1 =
1
m

p2i−1, ṗ2i−1 =
s
m

κ2i−1,2i p2i +µγ2i−1, (4)

γ̇2i =
1
m

p2i, ṗ2i =−
s
m

κ2i−1,2i p2i−1 +µγ2i, i = 1, . . . , [n/2], (5)

and, if n is odd:

γ̇n =
1
m

pn, ṗn = µγn. (6)

In this talk we will present a proof of complete integrability of the system for n≤ 6:

Theorem. For n = 2,4,6 the magnetic systems (4), (5) and for n = 3,5 the magnetic systems (4),
(5), (6) are Liouville integrable for any κ . Moreover:

(i) If n = 5 and κ12 = κ34, then the magnetic system (4), (5), (6) is integrable in the non-
commutative sense: generic motions are quasi-periodic over 3-dimensional invariant isotropic sub-
manifolds.

(ii) If n = 6 and κ12 = κ34 ̸= κ56, then the magnetic system (4), (5) is integrable in the non-
commutative sense: generic motions are quasi-periodic over 4-dimensional invariant isotropic sub-
manifolds.

(iii) If n = 6 and κ12 = κ34 = κ56, then the magnetic system (4), (5) is integrable in the non-
commutative sense: generic motions are quasi-periodic over 3-dimensional invariant isotropic sub-
manifolds.

Keywords: Magnetic geodesics, Liouville integrability, Non-commutative integrability
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NEW RHEOLOGICAL DISCRETE DYNAMIC SYSTEMS OF THE 
FRACTIONAL TYPE RHEOLOGICAL OSCILLATOR OR CREEPER TYPE: AN 
OVERVIEW OF AUTHOR’S NEW RESEARCH RESULTS
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Abstract:

New rheological discrete dynamic systems of the fractional type rheological oscillator or 
creeper type are presented through an overview of Author’s new research results. Laplace 
transformations of solutions for independent generalized coordinates, external and internal 
degrees of freedom of system dynamics were determined.

Key words: Standard light rheological complex models of the fractional type, Newton's ideally 
viscous fluid flow of the fractional type, new rheological discrete dynamic systems of the 
fractional type, internal degrees of freedom of movement, rheological oscillators, rheological 
creeper, Laplace transformations, surfaces of elongations of Laplace transformations

1. Introduction

Using the newly introduced, by author, basic complex, as well as hybrid complex rheological
models, of the fractional type, the dynamics of a series of mechanical rheological discrete
dynamic systems of rheologic oscillators or creepers of the fractional type, with corresponding
independent generalized coordinates, external and internal degrees of freedom of movement were
studied. Laplace transformations of solutions for independent generalized coordinates, external
and internal degrees of freedom of system dynamics were determined. On those specimens, it was
shown that rheological complex models, of the fractional type, introduce internal degrees of
freedom into the dynamics of the rheological discrete dynamic system.

2. Main results

A series of characteristic surfaces of elongations of Laplace transformations of independent
generalized coordinates of the dynamics of rheological discrete dynamic systems of the rheologic
oscillator type, i.e. rheologic creeper type, as a function of fractional order differentiation
exponent and Laplace transformation parameter are shown. The manuscript presents the scientific
results of theoretical research on dynamics of rheologic discrete dynamic systems of the fractional
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type through new models and rigorous mathematical analytical analysis with differential
equations fractional order and Laplace transforms.

Table 1. Tabular comparative overview of new class
of complex rheological discrete dynamic systems
of fractional type with one or finite number of
degrees of freedom

3. Conclusions

The manuscript presents the scientific results of theoretical research on dynamics of rheologic
discrete dynamic systems of the fractional type through new models and rigorous mathematical
analytical analysis with differential equations fractional order and Laplace transforms. The results
of the research on internal degrees of freedom and new ideal rheological elements offer valuable
insights into the behavior of materials. These results can serve for new experimental research.
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Abstract:

This paper deals with the following question: which concepts should complement axioms of
motion to generate tools for non-holonomic problems. It turns out that only three notions,
recognizable but insufficiently emphasized in the literature on non-holonomic mechanics can
supply the answer. For a particle, a mathematically correct concept of possible accelerations, the
Polyakhov nabla operator applied to the non-holonomic constraint equation, and the
complementary, constitutive axiom describing reaction forces in terms of the Polyakhov operator
were enough. For plane rigid body motions appropriate adaptations of these three were proposed.
The simplicity of this new pattern was confirmed on several examples.

Key words: Polyakhov's nabla, Possible accelerations, Motion axioms, Sledge, Lineikin's model.

1. Introduction

The usual patterns for mechanical systems with non-holonomic constraints bear on
variational methods. These methods are very important for engineers but require significant both
time and efforts for acquisition of skills and learning. This work deals with alternatives. For the
particle, starting with the Newton axiom as well as the non-linear non-holonomic constraint
equation, the arguments presented in [1] yield the corresponding reactionless equation of motion.
Namely, the reaction force was determined in advance and belongs to the framework of the
Newtonian mechanics. This pattern comprises mathematically correct concept of possible
accelerations [2], the Polyakhov nabla operator applied to the non-holonomic constraint equation
[3], and the complementary, constitutive axiom describing reaction forces in terms of Polyakhov's
nabla, [4]. Introduced by analogy, appropriate adaptations of these three will decouple reaction
forces and motion attributes stated within the Newton-Euler axioms  for plane rigid body motions.

2. Methodology

Consider a plane rigid body motion in the presence of linear non-holonomic constraint
equations containing time, position and velocity of mass center, angle of rotation and its angular
velocity. Introducing two Polyakhov's nabla (for translation and for rotation) both applied to the
non-holonomic constraints, the possible center of mass accelerations as well as the possible
angular accelerations can be found. Similarly to arguments of [3], the complementary constitutive
axioms expressing reaction forces and torques in terms of the introduced Polyakhov operators
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complete the set of equations yielding reactionless equations of plane motion. Namely, using the
fact that the actual center of mass acceleration as well as the actual angular accelerations are
chosen among all possible ones one can determine the reaction forces and torques in advance.

3. Results

The simplicity of the suggested alternative for either the Udwadia-Kalaba equations [5] or the
Routh-Voss equations [6] was shown by reexamination of the particle problem first proposed by
Appell in 1911. In doing so neither Lagrange's multiplier nor the Appell-Chetaev condition
among variations of generalized coordinates were used. More particle problems were presented in
[7]. For plane rigid body motions, the reactionless differential equations of motion for the
Caratheodory-Chaplygin sledge and the turning movement of a car according to the Lineikin
model were derived. It was shown that this new pattern can serve as an  alternative for the
Lagrange equations of the second kind with unknown multipliers [8] and the Maggi equations [9].

Figure 1: The scheme of the car

3. Closure
The proposed method, say the vectorial approach to non-holonomic problems, seems to be

more engineers-friendly and less time and efforts demanding then the standard methods for non-
holonomic systems. It can be used to enlarge the set of problems dealt within the classical courses
since just three new concepts are to be added to the fundamental ones.
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GAS FLOW BLOCKAGE IN THE NEAR-WELLBORE REGION: 
FRESH WATER STIMULATION AGAINST THE SALTING-OUT EFFECT
 Andrey Afanasyev1[0000-0002-2284-7144], Sergey Grechko1[0000-0002-9551-341X]

1 Institute of Mechanics
Lomonosov Moscow State University, Michurinkiy av. 1, 119192 Moscow, Russia
e-mail: afanasyev@imec.msu.ru

Abstract:

We consider the injection of CO2 into a saline aquifer through a vertical well. We assume that the 
well is stimulated by the fresh water treatment to reduce the salting-out effect. By using a radial 
reservoir model, we simulate the increase in the skin factor caused by the salt precipitation and 
deposition in the near-wellbore region. We demonstrate that the capillary-driven backflow can 
magnify the skin factor by orders of magnitude as compared to the case with zero capillary 
pressure. It can eventually lead to a complete clogging of the porous medium. We introduce the 
capillary number, which characterizes the influence of the capillary pressure and the intensity of 
halite deposition. We demonstrate that there exists the critical capillary number separating two 
qualitatively different scenarios of CO2 injection. At the supercritical numbers, the injection 
cannot be blocked by the salt deposition, although the skin factor monotonically increases with 
the volume of injected CO2. The flow blockage cannot occur in such cases. At the subcritical 
numbers, the conditions of the complete clogging and zero well injectivity are always reached at a 
finite time. The fresh water stimulation can only postpone the flow blockage in time, but it cannot 
exclude such a negative manifestation. The derived estimates for the critical capillary number can 
be useful for predicting the evolution of the CO2 well injectivity and mitigating the development 
of the situations with the complete flow blockage.

Key words: porous media, geological storage, CO2, phase transitions, shock, Riemann wave

The increasing degree of climate change debate is stimulating the development of low-
greenhouse gas development strategies. A promising way to reduce human impact on nature is the 
geological storage of greenhouse gases, in particular CO2, in saline aquifers. It involves injecting 
millions of tons of CO2 into geological formations for a long-term storage and disposal. The 
presentation considers the injection of carbon dioxide into a geological reservoir saturated with 
brine [1]. It is assumed that the injection is carried out through a vertical well, that can initially be 
stimulated by pumping a finite volume of fresh water. We investigate the development of the 
salting-out effect in the bottom-hole zone of the well. The concomitant decrease in permeability 
leads to a decrease in the well injectivity, that is, to a decrease in the rate of CO2 injection.

To quantify the effect of salt deposition on well injectivity, the self–similar Riemann problem 
describing the axisymmetric flow of gas from the well into a saline aquifer was solved (Figure 1). 
The study was conducted within the framework of modeling a three-component three-phase flows 
of a CO2-H2O-NaCl mixture. It is shown that such a system in the limiting case of zero capillary
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pressure has two types of characteristics responsible for the transport of volatile components and
salt. A graphical method is proposed for constructing an exact solution to the Riemann problem.
It is shown that the solution contains two shocks and a Riemann wave in between. The slower
shock limits the area where salt is deposited due to water evaporation. This is a skin zone, i.e. a
zone of reduced reservoir permeability. From the condition that the slower shock moves at a
characteristic velocity, we obtain a relation for the skin factor, a dimensionless similarity criterion
that characterizes hydraulic losses in the skin zone

Fig. 1. Sketch of the axisymmetric study of CO2 injection into a saline aquifer. The injection results in
a complete evaporation of water in the dry-out zone and associated halite deposition. The latter can cause

permeability reduction and CO2 flow blockage.

Then, in the case of a finite capillary pressure, we show that a capillary counterflow of water
to the well can significantly intensify salt deposition as compared to the limiting case of a small
capillary pressure (Figure 1). In some cases, a capillary counterflow of water can lead to a
complete blockage of the pore space and a decrease in the permeability and well injectivity down
to zero. A capillary number is introduced, which characterizes the intensity of the processes of
counterflow of water and salt deposition. It is shown that there is a critical value of the capillary
number separating two fundamentally different regimes of CO2 injection into the reservoir. At
supercritical capillary numbers, the gas flow from the well cannot be blocked by salt deposition.
In such conditions, the well can be operated indefinitely. At subcritical capillary numbers, the
condition of complete blockage of the gas flow and the concomitant reduction of the injectivity to
zero is achieved over a finite time interval. The possibility of stimulating the well by pumping
fresh water to reduce the impact of the salting-out effect is being investigated. It is shown that
such stimulation can only postpone in time the complete blockage of the pore space, but it does
not allow us avoiding such a negative manifestation. The estimates obtained for the critical
capillary number can be useful for predicting the intake values of wells used for CO2 injection
and preventing the development of situations with a complete blockage of the gas flow.

Thus, we can conclude that CO2 injection into saline aquifers should be operated at
supercritical capillary numbers, i.e. at large injection rates. Then, the gas flow cannot be blocked
by the salt deposition in the near-wellbore region. If the well is allowed to go subcritical, then the
gas flow can be rapidly blocked by halite. The fresh water stimulation can only postpone the
blockage but cannot prevent it.
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Abstract:

In this paper, the unsteady hydrodynamic characteristics of flow around a scaled model of a 
National Football League (NFL) ball in water are investigated. The objective of this research is a 
detailed numerical analysis of the unsteady flow around an NFL ball submerged in water using 
CFD, with a particular focus on determining and analyzing the drag coefficient (Cd). Water is 
employed as the working fluid, a less common approach compared to aerodynamic studies, yet 
relevant considering the body's geometry. The investigation encompasses two configurations: 
flow around a non-rotating ball and flow around a ball rotating about its longitudinal axis. 
Numerical simulations were performed using the Ansys Fluent software package, employing the 
k-ω SST turbulence model on an unstructured mesh generated around the same geometry used in
previous studies, covering a Reynolds number range up to 200,000. The results provide insights
into the temporal evolution of the drag force, identify dominant frequencies in the flow field (e.g.,
due to vortex shedding), and quantify the influence of rotation on the mean drag coefficient, its
fluctuations, and the wake structure. This research contributes to a better understanding of the
complex fluid dynamics surrounding rotating and non-rotating non-spherical bodies in water. Key
words: CFD, Unsteady Flow, Ansys Fluent, NFL Ball, Drag Coefficient, Rotation,
Hydrodynamics, Water, k-ω SST.

mailto:veljko.begovic@masfak.ni.ac.rs
mailto:petar.miljkovic@masfak.ni.ac.rs
mailto:zivojin.stamenkovic@masfak.ni.ac.rs
mailto:milos.kocic@masfak.ni.ac.rs


54

10th International Congress of the Serbian Society of Mechanics
Niš, Serbia, June 18-20, 2025

ITERATIVE PROCESURE FOR DETERMINIG MERIDIONAL STREAMLINES 
OF AVERAGED FLOW IN A TURBOMACHINE IMPELLER
Jasmina Bogdanović Jovanović1[0000-0002-8331-2880, Živojin Stamenković1[0000-0001-8722-3191], Miloš 
Kocić1[0000-0002-6216-5113], Jelena Petrović1[0000-0001-6768-9779]

1 Department of Theoretical and Applied Fluid Mechanics, Faculty of Mechanical Engineering, 
University of Niš, A. Medvedeva 14, 18000 Niš, Serbia;
e-mail: jasmina.bogdanovic.jovanovic@masfak.ni.ac.rs, živojin.stamenkovic@masfak.ni.ac.rs,
milos.kocic@masfak.ni.ac.rs, jelena.nikodijevic.petrovic@masfak.ni.ac.rs ;

Abstract:

Designing a turbomachine impeller is a very demanding procedure, which is largely based on 
empirical experience. Each turbopump has its own specifics, but for all of them the assumption of 
axisymmetric fluid flow in their impellers is used. The flow space is divided into a certain number 
of axisymmetric sections in which the flow calculation is performed. To determine the kinematic 
characteristics of the fluid flow in the impeller of a turbomachine, the flow can be averaged over 
a circular coordinate, which results in averaged axisymmetric flow surfaces. According to the 
averaged fluid flow velocities obtained from numerical simulations of flow in turbomachine 
impeller, it is possible, using the integral continuity equation, to determine the meridional 
streamlines of the averaged fluid flow. This paper presents an iterative procedure for determining 
averaged axisymmetric flow surfaces in the impeller, using the integral continuity equation and 
the basic differential equation of averaged flow. Solving this task has a theoretical significance, 
because it does not aim at correcting the average velocities obtained from the results of numerical 
simulation of flow in the turbomachine impeller. However, determining these surfaces, using 
some numerical methods, can provide a better insight into how close the assumption of 
axisymmetric flow in the impeller is to the reality in a specific impeller design.

Key words: turbomachine, impeller, averaged axisymmetric flow surface, meridian streamline.

1. Introduction

Designing the turbomachine, particularly its rotating part(s) is a demanding task due to many
reasons, primarily due to the complexity of the impeller geometry and the complexity of the fluid
flow equations.  In addition, fluid properties, such as compressibility and viscosity, should also be
taken into account. The complexity of the calculation of such a system of partial differential
equations requires certain simplifications and relies on some empirical equations. Such
simplifications, on the other hand, lead to certain inaccuracies, which ultimately leads to
deviations from the desired operating parameters.

The basic assumptions of fluid flow in the impeller of a turbomachine are stationarity and
axisymmetricity. Also, flow theory refers to an impeller with an infinite number of infinitely thin
blades [1-3], in order to simplify the complex flow inside the rotating impeller. Continual fluid
flow increases flow energy in the non-turbine impellers, while the flow energy decreases in
turbine type impellers [1-4].
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Different procedures and methodologies for turbomachinery optimizations have been
proposed [5]. One of the proposed methods is flow averaging according to the circular coordinate,
in order to obtain the flow equal to the case of flow in a fictitious impeller with an infinite number
of extremely thin blades which achieve the same flow deflection [6-8]. Such a procedure,
combined with the results of numerical simulation of flow, enables comparing the meridian
streamlines with assumed ones.

 This paper will present the iterative procedure for determining the meridian streamlines of
the averaged flow in a turbomachine impeller.

2. Determination of average axisymmetric flow surfaces in the blade area of the impeller

To determine the kinematic characteristics of the fluid flow in the impeller, the flow can be
averaged over the circular coordinate, which results in averaged axisymmetric flow surfaces. This
can be done by using the averaged continuity equation and the averaged flow equation of the
inviscid fluid. When integrating the differential flow equation, flow energy losses due to viscous
friction can also be empirically taken into account.

Fig. 1 shows characteristic cross-section of a centrifugal pump impeller, where l denotes the
suction side and g denote the pressure side of the blade.

Fig. 1. Characteristic cross-sections of centrifugal impeller: a) meridian q3=const. and b) q2=const.

2.1 Using integral continuity equation and differential equation of averaged fluid flow

Averaged flow equation (over the circular coordinate) for inviscid flow is:

 3
3 3

1 , 0ndiv q w w
L n

 
     

 


  ,  (1)

Using inviscid flow model, it becomes:

     3 2 3 3 1 3 1 3 2
1 2

0,   i.e. Δ Δ 0div q w L L q w L L q w
q q
 

    
 

   , (2)

where Lame coefficients are: 1 1 1 2L L ( q ,q ) , 2 2 1 2L L ( q ,q )  and 3 1 2 oL r( q ,q ) / r .

Equation (2) can be transformed:

   2 3 1 3 1 2
1 2

2 2o or kL L w r kL L w
q q

  
 

 
  , (3)
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Which represents a necessary and sufficient condition for the existence of the flow function
 m m 1 2q ,q   for average meridional velocities 1 1 2 2

o o
mw w e w e      . The meridian streamlines

over the circular coordinate represent traces of the intersection of the axisymmetric flow surface
of the averaged flow and meridian plane. Therefore,

i.e.    2 3 1 3 1 2
1 2

2 2o or kL L w r kL L w
q q

  
 

 
  . (4)

Furthermore, volume flow rate through the axisymmetric flow surface, for the meridian trace
dL, can be calculated:

 2 3 1 2 3 1 2 12 odQ kr L L w dq L L w dq   . (5)

Where  Δ Δ 3 o 1 2k / q / r k q ,q     . i.e. Δ 3 o oq k r 2 kr   .

Fig. 2 shows meridian streamlines, which are defined in polar cylindrical coordinate system
a) and b) (q1=z, q2=r, q3=ro, 1 zw w  , 2 rw w   ( 1 2 3 oL 1, L 1, L r / r   ). Only if define the
averaged meridian streamlines over a circular coordinate, it is possible to introduce a natural
curvilinear orthogonal coordinate system (Fig.2.c), where q2=const. is axisymmetric flow surface
of the averaged flow and coordinates q1(q2) represents meridian streamlines.

Fig. 2. Meridian streamlines

The differential equation for the relative steady state flow of an in viscous compressible fluid,
ignoring the influence of the earth's gravity, can be written:

   Rw,rotc grad e  , (6)

Where, c is the absolute flow velocity and Bernuli’s integral for relative flow is:
2 2 2

R
p w re

2 2



   . (7)

Averaging equation (6) becomes:

 ( 1 ) ( 2 ) ( 3 )
Rw,rotc F F F grad e      

      , (8)

Where:
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The force ( 3 )F


 is much smaller than other two and can be neglected, and for axsisymetric
flow surfaces ( 2 )F 0 , therefore ( 1 )F F

 
. Then equation (8) becomes:

 ( 1 )
Rw,rotc F grad e    

    . (10)

Vector multiplication of previous equation (10) with vector ( 1 )
srn , which is a vector

perpendicular to the force vector F ([ ]( 1 ) ( 1 )
srn ,F 0

  and ( )( 1 )
srn ,w 0  , yields:

   ( 1 ) ( 1 )
sr sr Rw n ,rotc n ,grad e   

      . (11)

Further mathematical transformations bring equation (11) to the form:

  sr sr sr

sr sr sr sr

( 1 ) ( 1 ) ( 1 )
1 2 3o o o 3 3 2 2 1 1

1 1 2 2 3 3
2 2 1 1 1 2 1 2

( 1 ) o ( 1 ) o ( 1 ) ( 1 )R R R R
3 1 3 2 1 2

2 2 1 1 2 2 1 1
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rL q rL q L L q q

e e e e1 1 1 1n e n e n n
L q L q L q L q

     
             

    
        

     
  

     o
3e 0.


(12)

The first of three scalar equations resulting from equation (12) is:
( 1 ) ( 1 )

3 31 2 2 2 1 1 R

3 2 2 3 1 1 1 2 1 2 1 2 2sr sr

( rc ) ( rc )n n ( L c ) ( L c ) e1 1 1 1 1 0
n rL q n rL q L L q q w L q

         
                 

    


. (13)

where:
R m 0 m u 0 m g me ( ) e ( ) ( rc ) ( ) Δe ( )            . (14)

Since 1 1c w  , 2 2c w  , 3 3c w r    , for o o
3e u    and 3 3c w r    ,

for o o
3e u  , equation (13) becomes:

( 1 ) ( 1 )
sr 3 sr 3 2 2 1 1 R

2 2 1 1 1 2 1 2 1 2 2

ctg ( rc ) ctg ( rc ) ( L c ) ( L c ) e1 1 1 0
rL q rL q L L q q c L q
       

          

    


. (15)

While equation (14) becomes:
R m 0 m 3 0 m g me ( ) e ( ) ( rc ) ( ) Δe ( )             . (16)

Finally, the differential equation of axisymmetric flow in blade passages are:

 

( 1 ) ( 1 )
sr 3 sr 3 2 2 1 1

2 2 1 1 1 2 1 2

g m0 m 3 0 m

1 2 2 1 2 2 1 2 2
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Δe ( )e ( ) ( rc ) ( )1 1 0.
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(17)
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3. Differential equation for determining the distribution of average flow velocities along
selected meridian flow line in the turbomachine impeller

Using orthogonal curvilinear coordinate system in which the coordinate surfaces q2=const.
are axisymmetric flow surfaces of averaged flow and the coordinate lines q1(q2) are the meridian
streamlines of the mean flow, differential equation (2), for 3 oL r / r  and 1 1w c   becomes:

  1 2
2 1 1

1 2 1 1 11

c L1 1 r 1 kkrL c 0,    i.e.    c
q q L q r q k q

    
          


  . (18)

Differential equation of averaged axisymmetric fluid flow in the blade area (eq. (17) for
2c 0 ) is:

 

sr 3 sr 3 0 m1 1

2 2 1 1 1 2 2 1 2 2

g m3 0 m

1 2 2 1 2 2

ctg ( rc ) ctg ( rc ) e ( )( L c )1 1
rL q rL q L L q c L q

Δe ( )( rc ) ( ) 1 0
c L q c L q

  



  
   

   


  

 

  






 

(19)

Where upper sign is for o o
3e u 
   and lower sign for o o

3e u
  .

In the orthogonal curvilinear coordinate system averaged meridian flow velocity 1 mc c  , and
previous differential equations for determining this velocity component can be written:

m
m

dc M ( l ) c N( l )
dl

  


 ,  (20)

where,
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 (20')

Angle  is the angle between the line parallel to the axis z of the impeller and the tangent to
the line q1(q2) in some point in the flow space, where:

1 2

r rsin    and    cos
s s

  
 

 
,  (21)

and 1 2r r( q ,q )  is the radius of the particular point.

Equation (20) is quasilinear differential equation of averaged meridional velocity and can be
solved iteratively:

m m.0c P( l ) L( l ) c    ,  (22)

where,
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Using the volume flow rate, averaged meridian flow velocity m.0 m 0c c ( l )   can be calculated:
n

0
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0
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 ,  (23)

where, k k( l ) , r r( l ) , m mc c ( l )   and ( l )  .
Given the previous formula (23), the distribution function of averaged meridian can be

transformed into the form:
mc A( l ) B( l ) Q   ,  (24)

where,
n

0

n n

0 0

l

l
l l

l l
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L( l )A( l ) P( l ) L( l )    and   B( l )

L( l ) k r cos dl 2 L( l ) k r cos dl



 



  



 

   

  

       



 
 (24')

After determining the velocity distribution mc ( l ) on the observed meridian flow line l, the
distribution of m 0.l( l ) Q Q( l )    can also be determined:

n

0

l

m m.0
l

( l )( Q( l )) 2 k r c cos dl


  


      ,  (25)

Where m( l ) 0   for l=l0 and m( l ) Q   for l=ln.

4. Differential equation for determining the distribution of average flow velocities along
selected meridian flow line in the turbomachine impeller

In order to determine the meridian streamlines of the averaged flow in the impeller, it is
necessary to select a series of meridian flow lines. This task can be solved iteratively, when in the
initial (first) approximation, the meridian streamlines of the average flow are determined by using
the integral continuity equation. According to the geometric parameters of the blades and the
results of the numerical simulation of the flow in the impeller, on the selected meridian flow lines
in the impeller, it is possible to determine:

sr sr uk( l ),  ( l ),  ( l )  and  rc ( l )   .  (26)

Functional graph (25) can be interpolated according to the values determinate into the
calculation points on the chosen meridian flow lines l.

Values (25) don’t depend on the shape of the averaged meridian streamlines, but following
values do:
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 (27)

Fig. 3. Algorithm for calculation of meridian streamlines

Figure 3 shows the global algorithm for determining averaged meridian streamlines
( m const.  ) in the blade area of the turbomachine impeller.
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Due to the nonlinear term N(l), in equations (20) in which the required velocity mc ( l )  also
appears, the procedure for solving the problem is doubly iterative. In each iterative step of solving
the problem according to the shape of the averaged meridian streamlines, the velocity

mc ( l ) distributions are determined by an iterative procedure.
When solving this iterative task, at least five averaged meridian streamlines are used,

including border meridian streamlines.
Considering that an equal flow rate passes between adjacent averaged meridian streamlines

( Δ sQ Q / ( n 1)  , when ns is a number of streamlines), the averaged meridian streamlines are
defined by the flow functions:

m s
s

Qj ,    j 0,1,2,...,( n 1)
n 1

   


 .  (28)

5. Conclusions

The procedure for determining the average axisymmetric flow surfaces in the blade area of
the turbomachine impeller is iterative and complex, and it is impossible to carry it out without
using numerical methods and computer applications. For this purpose, the paper presents an
algorithm for calculating the averaged meridian streamlines in the blade area of the impeller.

Comparing velocity values in the turbomachine impeller gives us an insight into how the flow
behaves in the flow domain, in relation to the assumptions that was made in the designing
process. Any deviation from axisymmetric fluid flow can lead to the consequences that the
designed turbomachine does not achieve the its operating parameters.
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NUMERICAL SOLUTIONS OF COMPRESSIBLE GAS FLOW IN MICROTUBE
IN THE CONTINUUM REGIME
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This paper presents a comparison between numerical and analytical [1] solutions for
steady, compressible, isothermal gas flow through a long circular microtube of constant cross-
section. Gas flows in micro-scale geometries have gained increasing attention due to their
relevance in micro-electromechanical systems (MEMS), vacuum technologies, and aerospace
applications. Regions characterized by sufficiently small Knudsen numbers can still be accurately
described using classical continuum-based approaches.

Fig. 1. Microtube geometry.

The aim of this study is to evaluate the accuracy of numerical results in comparison with
analytical solutions for compressible, isothermal flow through a cylindrical microtube. Argon is
considered as a monoatomic ideal gas, flowing under steady-state conditions. The numerical
simulations are performed using Ansys Fluent CFD software, by solving the Navier–Stokes
equations using the finite volume method. A structured computational mesh is employed, and a
second-order spatial discretization scheme is used to ensure accurate resolution of the flow field.
Boundary conditions include standard no-slip at the walls, with specified pressure values at the
inlet and outlet. A two-dimensional, axisymmetric model was used, representing half of the
geometry due to the axisymmetry of the problem, which reduced computational cost. A mesh
independence study was performed to ensure that the solution was not sensitive to the grid size.
Once the numerical setup was validated, the simulation results were compared with analytical
solutions to assess their accuracy. The pressure and velocity distributions obtained from CFD are
compared with those predicted by analytical solutions [1]. The results are shown in Fig. 2, where
subfigures (a) and (b) correspond to a pressure ratio between the inlet and outlet cross-section 2,
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and subfigures (c) and (d) to a pressure ratio of 3. The pressure field results show a more 
noticeable deviation at higher inlet-to-outlet pressure ratios.

a) b)

c) d)
Fig. 2. Pressure distribution (a and c) and velocity profiles (b and d) along the microtube obtained from 
CFD simulations and analytical solutions.

Regarding the velocity field, it was observed that the velocities at the outlet cross-section 
remain consistent across cases. This outlet section was taken as a reference, meaning that all flow 
quantities in the domain are compared relative to the values at the outlet. The velocity profiles 
also align well across different cross-sections, confirming the accuracy of both approaches. The 
overall agreement between CFD and analytical results is very good, supporting the reliability of 
CFD in describing compressible isothermal flow. These findings highlight the strengths and 
complementary roles of analytical and numerical methods in modeling microtube flows. The 
results confirm that both CFD and analytical approaches yield reliable predictions for 
compressible isothermal flow in microtubes. Analytical models are useful for obtaining solutions 
in simple cases, while numerical solutions remain a powerful tool for handling more complex 
scenarios. Future work will aim to incorporate more advanced boundary conditions, slip boundary 
conditions, to extend the analysis to a broader range of micro-scale flow regimes.

Key words: numerical, analytical, microtube, compressible, isothermal
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Abstract: 

The flow of micropolar fluids has very wide practical applications. Starting from biomedical 
engineering (drug delivery and tissue engineering), through industrial processes (lubrication) to 
environmental engineering (wastewater treatment and enhanced oil recovery). Due to that, 
laminar and fully developed MHD flow of a micropolar fluid is considered, between plates that 
extend in the direction x and z, and are at a distance h from each other. An external magnetic field 
of intensity B acts perpendicular to the flow direction. Due to the electrically conducting 
micropolar fluid fluid flow and the effect of the external magnetic field, the internal magnetic 
field of intensity Bx is induced in the direction of the fluid flow. During the flow of micropolar 
fluid between the parallel plates, they will be maintained at constant and different temperatures. 
The considered physical model of micropolar fluid flow, defined by partial differential equations, 
was analytically transformed to ordinary differential equations and solved in closed form under 
physically appropriate boundary conditions. The obtained solutions were used for further flow 
analysis. The results of the analysis are presented in the form of graphs, on which the influence of 
the characteristic dimensionless parameters on the basic physical parameters of the micropolar 
fluid is given. Based on the analysis given in the paper, unambiguous conclusions can be drawn 
regarding the very nature of the flow of micropolar fluids, with special reference to the influence 
of the induced magnetic field. 

Key words: micropolar fluid, MHD, induced magnetic field, heat transfer 

1. Introduction

MHD flow, or magnetohydrodynamic flow, refers to the behavior of electrically conductive fluids 
(like plasmas or liquid metals) in the presence of a magnetic field. It combines principles from 
both fluid dynamics and electromagnetism. In MHD, the motion of the fluid is influenced by 
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magnetic forces, which can affect its velocity, pressure, and other flow characteristics. Key 
aspects of MHD flow include: magnetic field interaction—the magnetic field can exert forces on 
the charged particles in the fluid, affecting the flow pattern; and electromagnetic 
induction—moving conductive fluids can generate electric currents, which, in turn, produce 
magnetic fields that influence the fluid's motion. Accordingly, MHD concepts are important in 
various fields, including astrophysics (like solar flares and stellar dynamics), engineering (like 
cooling systems in nuclear reactors), and plasma physics.  
The significance of magnetohydrodynamics is vast. First, there is the possibility of generating 
force between two different environments without making contact. Also, there is the potential to 
design and create machines that have no moving parts and are used for starting fluid without 
changing its properties during use (e.g., EMHD pumps [1], MHD flow meters, MHD generators, 
etc.). One of the most significant advantages is the ability to transport liquid metals, aggressive 
liquids, and plasma across a wide range of operating temperatures. This can be used in nuclear 
reactors [2] when controlling the flow of cooling liquids or even for medical purposes when 
precisely dosing and guiding medicine to a diseased organ. Today, technological possibilities are 
growing, enabling the application of theoretical research. MHD can also be used in metallurgy 
[3], where MHD techniques can improve processes like metal casting and alloy production by 
controlling the flow of molten metals, or in advanced propulsion systems such as 
magnetohydrodynamic drives, which can propel ships without traditional propellers. 
Micropolar fluids are fluids that consist of rigid, randomly oriented particles, which have the 
ability to rotate around their axes, suspended in a viscous liquid, where the deformation of these 
particles is neglected. The consequence of their presence is a change in the hydrodynamic 
behavior of the fluid, which can be distinctly non-Newtonian. These fluids belong to the class of 
fluids with an asymmetric stress tensor, known as polar fluids, which are a more general class of 
fluids than those studied by the classical theory of hydrodynamics. The first model describing the 
flow of micropolar fluids was defined by Eringen through two papers published in 1964 and 1966 
[4, 5]. The Navier-Stokes model of classical hydrodynamics has a major limitation—it cannot 
describe fluids containing microstructures. To accurately describe the behavior of these fluids, a 
theory is needed that takes into account the internal motion of individual material particles. In the 
micropolar theory, each particle has a finite size and represents a microstructure that can rotate. 
This type of continuum contains a continuous collection of such particles of finite dimensions. 
Three additional rotational degrees of freedom are defined by the microrotation vector. 
Micropolar fluids can be classified based on various characteristics, including the nature of the 
microconstituents, their interactions with the base fluid, and their specific applications. Some 
common types of micropolar fluids are: suspensions, colloids, polymer solutions, and even some 
kinds of granular materials. The flow of micropolar fluids has a wide range of practical 
applications, from biomedical engineering (e.g., drug delivery and tissue engineering) to 
industrial processes (e.g., lubrication) and environmental engineering (e.g., wastewater treatment 
and enhanced oil recovery). 
Starting with the first works of Eringen [4, 5], which were extended to the theory of 
thermomicrofluids in 1972 [6], through the works of Willson [7], Peddieson, and McNitt [8] in 
1970, which dealt with the theory of the boundary layer in micropolar fluids, and up to the recent 
works of Kumar [9], Baranovskii [10], and also the author of this work, Kocic [11], the theory of 
micropolar fluids has occupied the attention of scientific researchers for more than five decades.  
The continued interest of the scientific community in the topic of micropolar fluid flow indicates 
the importance of this research. Also, considering the wide field of application of the theory of 
micropolar fluids, we consider the theoretically addressed flow problem in this paper to be a very 
good basis for understanding the practical use of micropolar fluids. 

2. Physical and mathematical model of the considered problem
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The aim of this study is to explore the magnetohydrodynamic (MHD) flow and heat transfer 
behavior of incompressible micropolar fluid within a parallel plate channel, considering the 
effects of an induced magnetic field. The analysis will be presented through graphs, illustrating 
the impact of various characteristic parameters on the velocity vector, microrotation vector, 
temperature distribution, and induced magnetic field.  

2.1 Physical model 

The problem of laminar magnetohydrodynamic (MHD) flow and heat transfer of an 
incompressible, electrically conductive micropolar fluid between two parallel plates is addressed. 
Typically, MHD flow analysis assumes constant electrical conductivity of the fluid and simplifies 
the problem to a one-dimensional scenario. The physical setup, as depicted in Figure 1, consists 
of two infinite parallel plates extending along the x and z axes. Fully developed flow occurs 
between these plates, which are separated by a distance h, as shown in the figure. The electrically 
conductive fluid flows through the channel driven by a constant pressure gradient. A uniform 
magnetic field of strength B is applied in the y-direction, while the flow direction, with velocity u, 
is along the x-axis. Due to the fluid motion, an induced magnetic field of strength Bx  is generated 
along the x-axis (with the Reynolds magnetic number around one). The upper and lower plates are 
maintained at two constant temperatures, Tw1  and T w2, respectively, where it should be taken into 
account that Tw1 > T w2. 

Fig. 1. Physical model and coordinate system 

2.2 Mathematical model 

Due to the flow of an electroconductive fluid in the presence of an external magnetic field, there 
is an induction of an electric field of intensity v×B that causes the generation of a current density 
vector j. If a uniform magnetic field of intensity B acts in the direction of the y axis, the fluid 
motion in the direction of flow generates an induced magnetic field of intensity Bx(y). The 
magnetic field vector is written in the following form: 

. (1) 

The complete system of differential equations [12], which describe the considered problem, 
consists of the momentum equation (2), the angular momentum conservation equation (3), the 
energy conservation equation (4) and the magnetic induction equation (5): 
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, (2) 

, (3) 

, (4) 

. (5) 

To solve the given system of equations, it is essential to establish the boundary conditions for the 
problem at hand. Since the plates are stationary, we assume that both the velocity and 
microrotation at the plates are zero. For the temperature and induced magnetic field, it is assumed 
that the walls are isothermal and non-conductive. Based on these assumptions, the boundary 
conditions are defined as follows: 

. (6) 

The next step is to reduce the previous system of equations (2) - (5), as well as the 
boundary conditions (6), to a dimensionless form, and therefore we first introduce the 
following transformations, which are usual and generally known in the theory of MHD 
flow of micropolar fluids: 

(7) 

Further, Hartmann's, Prandtl's, Eckert's number and Reynolds' magnetic number are defined in 
order, as well as the characteristic parameters for microplanar fluid flow, the coupling parameter 
K and the spin-gradient viscosity parameter Г: 

. (8) 

Now the system of equations (2) - (5) in dimensionless form is given by the following equations: 

, (9) 

, (10) 

, (11) 
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. (12) 

The corresponding boundary conditions given by expressions (6) were transformed into a 
dimensionless form, as well: 

(13) 

When solving the system of equations (9) - (12), it becomes clear that equations (9) and (10) are 
coupled. To begin solving this system, the first derivative of the quantity b is extracted from 
equation (9), and the resulting equation is differentiated with respect to y to obtain the second 
derivative of b. This second derivative is then substituted into equation (12), yielding a new 
equation that involves only the first and third derivatives of the velocity and the second derivative 
of the microrotation. The resulting equation, along with equation (10), forms a system of coupled 
equations. Through further manipulation, a fourth-order equation is derived in the following form: 

, (14) 

in which the constants are defined by the following expressions: 

(15) 

When solving the fourth-order equation (14), there are three possible solutions for vector 
microrotation depending on the root of the characteristic equation. Those solutions are given by 
the following expressions: 

, (16) 

, (17) 

(18) 

Respectively, the corresponding velocity solutions are given by the following expressions: 

, (19) 

(20) 
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(21) 

for dimensionless temperature: 

(22) 

(23) 

(24) 

and for the induced magnetic field: 

(25) 

(26) 

(27) 
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The constants introduced during the process of solving for microrotation, velocity, temperature, 
and the induced magnetic field are not included here, as their numerous and complex nature 
would overly complicate the presentation of the paper. 

3. Analysis and discussion

In the continuation of this paper, an analysis of the results obtained through the mathematical 
model of the considered MHD flow of a micropolar fluid is given, in this case not neglecting the 
induced magnetic field. Analysis of the influence of the induced field is of great importance, as 
shown by numerous works in this field [13, 14]. On the given graphs, the influence of the 
magnetic field through the Hartmann number (Ha), as well as the additional viscosities of the 
mircopolar fluid λ and γ, through the parameters of the coupling parameter (K) and the 
spin-gradient viscosity parameter (Г), on the field of velocity, microrotation, temperature and the 
induced magnetic field will be considered. 

Fig. 2. The influence of the Hartmann number Ha 
on the velocity profile 

Fig. 3. The influence of the Hartmann number Ha on 
microrotation 

Fig. 4. The influence of the Hartmann number Ha 
on the dimensionless temperature profile 

Fig. 5. The influence of the Hartmann number Ha on 
the induced magnetic field 

The influence of the Hartmann number on the characteristics of the considered flow problem is 
given in the first four graphs (Fig. 2-5). The influence of the Hartmann number on the velocity 
and microrotation profiles of micropolar fluids has been extensively analyzed in previous studies 
[11]. The conclusions drawn from these analyses are applicable to the current model as well. As 
shown in Fig. 2., an increase in the Hartmann number results in a reduction of the velocity field 
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across the entire channel width. This behavior is expected, as it reflects the effect of the vertical 
magnetic field—specifically, the Lorentz force—on the flow direction of the electrically 
conductive fluid. The Lorentz force opposes the fluid's motion, leading to a decrease in velocity 
and a "flattening" of the velocity profile. Likewise, Fig. 3 demonstrates that higher Hartmann 
numbers correspond to a decrease in microrotation in absolute terms. This suggests that stronger 
magnetic fields diminish the impact of the micropolar fluid's characteristics. 
Figure 4. illustrates that at lower Hartmann numbers, viscous heating occurs near the plates in the 
fluid stream. As the Hartmann number increases, the temperature field within the channel 
becomes more uniform. Lastly, Fig. 5. depicts the effect of the Hartmann number on the induced 
magnetic field. As the Hartmann number rises, the intensity of the induced field diminishes 
because the influence of the externally applied field becomes more dominant than the induced 
field. This weakening of the induced field relative to the external field leads to a decrease in the 
flow rate of the micropolar fluid as the Hartmann number increases, which is directly correlated 
with the results shown in Fig. 2. 
The following four graphs will present the influence of the coupling parameter K on the 
characteristic physical quantities of the flow of the considered problem. 

Fig. 6. Velocity profiles for different values of the 
coupling parameter K 

Fig. 7. Micro-rotation for different values of the 
coupling parameter K 

Fig. 8. Dimensionless temperature in function of 
the coupling parameter K 

Fig. 9. Induced magnetic field in function of the 
coupling parameter K 

From the given Fig. 6. and 7., it can be clearly seen that an increase in the coupling parameter K 
leads to a decrease in velocity, and on the other hand, to an increase in the absolute value of the 
microrotation by the height of the current space between the plates. From this, the conclusion is 
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drawn that increasing the coupling parameter K creates resistance to the flow of the fluid, while 
on the other hand it intensifies the characteristics of the micropolar fluid through the additional 
viscosity λ, which is reflected in a more intense microrotation. 
Figure 8., which illustrates the effect of the coupling parameter K on the dimensionless 
temperature, shows that an increase in K results in a decrease in the dimensionless temperature 
across the entire height between the plates. Figure 9. displays the influence of the coupling 
parameter K on the induced magnetic field. From this graph, it is evident that as K increases, the 
induced magnetic field b decreases throughout the height of the channel. This behavior aligns 
with the findings in Fig. 6., where we observed that the supplementary viscosity λ increases flow 
resistance. Since the induced field arises from the motion of the electrically conductive fluid, the 
effect of the coupling parameter K on the induced magnetic field is therefore expected. 
The last four graphs will show the influence of the spin-gradient viscosity parameter Г on the 
field of velocity, microrotation, temperature and induced magnetic field. 

Fig. 10. Influence of the spin-gradient viscosity 
parameter Г on the velocity profile 

Fig. 11. Influence of the spin-gradient viscosity 
parameter Г on microrotation 

Fig. 12. Dimensionless temperature in function of 
the spin-gradient viscosity parameter Г 

Fig. 13. Induced magnetic field in function of the 
spin-gradient viscosity parameter Г 

Figures 10. and 11. demonstrate that increasing the spin-gradient viscosity parameter Г reduces 
both the velocity and microrotation intensity across the entire height between the plates, 
compared to a viscous fluid. Figure 12. shows that higher Г values lead to a decrease in the 
dimensionless temperature, indicating less energy transformation within the fluid. Finally, Fig. 13. 
illustrates that an increase in Г results in a decrease in the induced magnetic field throughout the 
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channel height. Since the induced field is linked to the flow velocity, and Fig. 10. shows that 
increasing Г reduces velocity, this trend in the induced magnetic field is expected. 

4. Conclusions

In conclusion, the analysis of the MHD flow of a micropolar fluid, including the induced 
magnetic field, reveals several key findings. Increasing the Hartmann number reduces both the 
velocity and microrotation, with the Lorentz force opposing fluid motion and "flattening" the 
velocity profile. Additionally, higher Hartmann numbers decrease the induced magnetic field due 
to the dominance of the externally applied field. The coupling parameter K increases flow 
resistance and intensifies microrotation, while also decreasing temperature and the induced 
magnetic field. Lastly, the spin-gradient viscosity parameter Г reduces both velocity and 
microrotation, decreases the dimensionless temperature, and weakens the induced magnetic field. 
These trends highlight the complex interactions between the magnetic field, fluid characteristics, 
and flow dynamics. 
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Abstract. Our objective is to conduct a comparative analysis of two highly interrelated theoretical
frameworks within the contemporary mixture theory field - extended thermodynamics and kinetic
theory of gases [1, 2]. The current research examines the shock wave profiles that emerge as a test
problem within the context of the macroscopic multi-temperature (MT) model for binary gaseous
mixtures. In order to achieve our research objectives, we have adopted the hyperbolic model that was
developed within the framework of extended thermodynamics, wherein we have incorporated both
viscosity and thermal conductivity to eliminate restrictions on the parameters of the model [3]. This
inclusion facilitates a comparative analysis of our results against more sophisticated kinetic solutions
that have been computed for hypothetical mixtures of gases [4]. Furthermore, it is noteworthy that the
numerical implementation of the multi-temperature model is significantly less complex in comparison
to the computational processes required for the Boltzmann equations pertinent to gaseous mixtures or
the Direct Simulation Monte Carlo Method (DSMC), which is known for its computational intensity
and complexity.

Keywords: Shock waves, Mixtures, Extended thermodynamics, Kinetic theory.

1. Introduction

With diffusion as only dissipative mechanism, the structure of the source terms is determined using
the general principles of extended thermodynamics - invariance of equations with respect to the
Galilean transformation and the entropy principle [3]. In this simplest case, where diffusivity and
relaxation times are taken from kinetic theory for mixture of monatomic gases, excellent agreement
was obtained but with restriction on the shock strength, i.e. Mach number. Adding extra dissipation
terms into the initial hyperbolic model we are able to extend analysis to a larger set of parameters.

The following shock structure equations, which describe the thermodynamic processes are the
following:

d
dξ

(ρu) = 0,
d

dξ

(
ρu2 + p− (σ1 +σ2)+
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)
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where J = ρc(v1 − u) = ρ(1− c)(v2 − u) is the diffusion flux and c the concentration of the first
constituent. The model takes into account dissipation through the relaxation and diffusion type source
terms. Phenomenological relations of diffusion type are used for describing behavior of the stress
tensor and heat flux vector:

σα =
4
3

µα

dvα

dξ
, qα =−κα

dTα

dξ
, v1 = u+

J
ρc

, v2 = u− J
ρ(1− c)

(α = 1,2), (2)

where vα and Tα stands for velocity and temperatures of the constituents. Viscosity µα and thermal
conductivity κα of the constituents are determined using the results of kinetic theory of gases for
hard spheres model of interaction in equilibrium in the case of monatomic gases [5]:

µα =
5

16d2
α

(
kmαTα

π

)1/2

, λα =
5
2

µαcV α (α = 1,2). (3)

where k is the Boltzmann constant, cV α = 3k/2mα stands for the specific heats at constant volume
and mα denotes atomic masses of the mixture constituents.

Relaxation type terms for the diffusion m̂1 and ê1 were previously explained in [3]. This
gives us ten ordinary differential equations of the first order for the unknown state variables
U = (ρ,u,T,c,J,Θ,σ1,σ2,q1,q2), where Θ = T2 − T1. Equations for the shock wave structure
in dimensionless form were given in [3]. It is important to mention that atomic diameters of the
mixture constituents dα , which are not present in inviscid model, now come out as a parameter
DR = d1/d2.
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Abstract. Korteweg fluid is a continuum model that appropriately describes capillary effects through 
diffuse interfaces. In this study, nonequilibrium modelling of Korteweg fluids is discussed using the 
Liu method of multipliers. Korteweg stresses are recovered in a generalized form, and the structure 
of specific internal energy is analyzed.

Keywords: Capillarity; Diffuse interface; Korteweg fluids; Nonequilibrium; Liu’s method

1. Nonequilibrium modelling of Korteweg fluids

Thermodynamically consistent continuum models are assumed to be compatible with entropy bal-
ance law (entropy inequality). In such a way, admissible constitutive relations are determined that 
are valid for any thermomechanical process. Korteweg fluids represent the continuum model that 
inherits capillary effects by means of diffuse interfaces. Classical approach to the problem relies on 
the Coleman-Noll procedure [1]. On the other hand, Liu’s method of multipliers [2] provides strict 
mathematical procedure that needs certain generalizations in the case of Korteweg fluids [3, 4]. In 
this study, the latter approach is used to discuss nonequilibrium modelling of Korteweg fluids.

To describe capillary effects by means of diffuse interfaces, the model of Korteweg fluids inher-
its the mass density gradient as a field variable. Consequently, the governing equations consist of 
mass, momentum and energy conservation laws, and the balance law that governs evolution od the 
mass density gradient. This equation is obtained as a gradient of the mass conservation law:

E ρ ≡ ∂ρ
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Balance laws (1) have to be compatible with the entropy balance law:
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This compatibility is achieved through the use of multipliers:
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Analysis of the extended entropy balance law (3) yields the following multipliers:
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2. Constitutive relations

Constitutive relations are obtained through analysis of the residual inequality, which expresses non-
negativity of the entropy production Σ. First, the entropy flux which inherits the capillary effects is
obtained:

ϕ j =
1
θ

(
q j +ρα(ρ,θ)

∂ρ

∂x j

∂vk

∂xk

)
. (5)

Minimization of the entropy production Σ in equilibrium determines the equilibrium stress tensor
(and the heat flux), which recover the Korteweg stresses in a bit generalized form:

teq
i j =−
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p+ρ
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∂ρ

∂ρ

∂xk

∂ρ
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∂ 2ρ

∂xk∂xk

]
δi j +α(ρ,θ)

∂ρ

∂xi

∂ρ

∂x j
, qeq

k = 0k. (6)

Important feature of the method of multipliers is that the Gibbs relation is not an assumption,
but it is obtained as a consequence of the analysis. In the case of Korteweg fluids, Gibbs relation is
extended and inherits the mass density gradient:

θds = de− p
ρ2 dρ +

α(ρ,θ)

ρ

∂ρ

∂xi
d
(

∂ρ

∂xi

)
. (7)

This is in accordance with the nature of capillarity as an equilibrium effect.

3. Conclusions

In this study, constitutive relations for Korteweg fluids were derived using Liu’s method of multi-
pliers. Although the method is technically demanding, it is mathematically consistent and it is not
burdened with restrictive physical assumptions. It facilitated consistent derivation of entropy flux,
Korteweg stresses and Gibbs relation. As such, the method has great potential for analysis of the
mixtures of Korteweg fluids [5, 6], which is supposed to be the next step in its applications.
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Abstract:
This study investigates the mixing behavior of water and colored water in a complex micromixer

geometry, using CFD simulations with Ansys Fluent® and ParticleWorks® to analyze performance.
The two solvers employ distinct numerical methods: the Finite Volume Method (FVM) in Ansys
Fluent®, which uses a computational mesh, and the meshless Moving Particle Simulation (MPS)
method in ParticleWorks®. The simulations assess concentration profiles, pressure drop, and the
mixing index across different Reynolds numbers and flow rates. Additionally, the impact of
temperature differences between the inlet fluids on mixing quality was examined. The results of
this study were validated against previously conducted experimental data and the CFX® numerical
results confirm their accuracy and reliability.

The micromixer features a Y-mixer and an S-type microchannel, designed for improved fluid
blending.

Key words: Computational Fluid Dynamics (CFD), Micromixer, Mixing Index, Finite Volume
Method (FVM), Moving Particle Simulation (MPS)

1. Introduction

Mixing, defined as the dispersion of one phase into another, is essential in chemical,
pharmaceutical, and biochemical processing to eliminate compositional inhomogeneities and
ensure uniform product quality. Since direct measurement of full compositional fields is difficult,
homogeneity is typically assessed via statistical analysis of sampled data.

Micromixers are key in microfluidic systems, enabling efficient mixing under laminar flow
through diffusion and geometry-driven advection. Designs like curved channels, split-and-
recombine structures, and obstacles enhance mass and heat transfer. T-shaped micromixers, in
particular, are widely used to study mixing across flow regimes, employing mechanisms such as
chaotic advection.
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Pioneering work by  Bökenkamp et al. [1] demonstrated effective mixing in T-mixers.
Subsequent studies by Engler et al. [2], Hoffmann et al. [3], and Dreher [4] explored flow regimes
and transient effects during symmetric 1:1 mixing.

This study analyzes water flow in a T-micromixer using two CFD tools, Ansys Fluent® (FVM-
based) and ParticleWorks® (MPS-based). Fluent is mesh-based and suited for laminar/turbulent,
multiphase, and thermal flows, while the mesh-free ParticleWorks® excels in handling complex
geometries and free-surface flows with minimal preprocessing.

By comparing both approaches to reference data from [5], including experiments and Ansys
CFX® simulations, the study assesses accuracy in predicting microscale flow behavior. In addition
to mixing index and pressure drop, temperature distribution and its effect on mixing are also
analyzed, contributing to improved design of efficient microfluidic systems in process engineering.

2. Simulation Software Methodology

Ansys Fluent® provides a comprehensive suite of modeling capabilities for analyzing both
incompressible and compressible fluid flows across laminar and turbulent regimes. For all flow
types, it solves the fundamental conservation equations for mass and momentum. In cases involving
heat transfer or compressibility, an additional energy conservation equation is also solved. The
governing equations are discretized using the Finite Volume Method (FVM), ensuring that the
continuity, momentum, and energy equations are accurately satisfied within each control volume
(cell).

2.1. Mass Conservation Equation 

The fundamental mass conservation principle is expressed by the continuity equation:

(1)

Equation (1) is the general form of the mass conservation equation and is valid for
incompressible as well as compressible flows. The source term  represents the mass added to the
continuous phase from the dispersed secondary phase,  denotes the fluid density and  is the
velocity vector [6].

2.2. Momentum Conservation Equations 

For an inertial (non-accelerating) reference frame, the conservation of momentum is described
by [6]:

(2)

Here, p denotes static pressure,  is the stress tensor, and represent gravitational and
external body forces, respectively [6]. The stress tensor  is given by

(3)

where  is the dynamic viscosity,  is the unit tensor, and the second term on the right hand
side is the effect of volume dilation [6].

2.3. Energy Conservation Equation 

Conservation of energy is described by:
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(4)

where  represents the total specific energy, and on the right side denotes specific enthalpy
of species j,  is the diffusive flux of species j and is the volumetric energy source term [6].

2.4. ParticleWorks® 

ParticleWorks® is a mesh-free CFD software package that implements the Moving Particle
Semi-implicit (MPS) method. In mesh-free particle methods like MPS, the fluid domain is
discretized into moving particles which carry fluid properties. The MPS method, originally
introduced by Koshizuka and Oka [7], is designed for stable simulation of incompressible fluids,
particularly free-surface flows. Unlike traditional mesh-based CFD, MPS eliminates the need for
mesh generation and can directly use complex CAD geometries

The Moving Particle Semi-implicit (MPS) method was developed for simulating
incompressible viscous flows with free surfaces [7]. A semi-implicit algorithm is used to enforce
incompressibility. Free surface boundaries are evaluated based on a decrease in particle number
density. Spatial discretization relies on the differences among neighboring particles. As this method
does not use a mesh for discretization, it can handle topological changes and large deformations of
free surfaces without issues such as mesh tangling.

Fig. 1. Concept of particle methods [8]

Particle methods can generally be classified into two types [7]:
a) those based on probabilistic models;
b) those based on deterministic models.
The first group represents macroscopic properties as statistical behavior of microscopic

particles. Therefore, a large number of particles must be tracked over extended periods to obtain
accurate average values. The second group requires less computational time and memory.

2.5. Particle Interaction Models 

A particle interacts with neighboring particles within a region defined by a kernel function
,where r is the distance between two particles [7].

(5)
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Since the kernel has a finite support radius, each particle only interacts with a finite number of
neighbors. The radius of the interaction domain is defined by the parameter . Compared to
infinite-support kernels, such as the Gaussian function, the current kernel requires less memory and
computational cost. The kernel function is infinite at which enhances numerical stability in
incompressibility models [7].

2.6. Particle Number Density 

Particle number density at coordinate  where particle i is located and defined by:
(6)

The contribution from particle  itself is not included. When the number of particles in a unit
volume is denoted by  , the relation between and  is written as:

(7)

The denominator of equation (7) is the integral of the kernel in the whole region, excluding a
central part occupied by particle . Assuming that all particles have identical mass , the fluid
density is proportional to the particle number density:

(8)

Hence, the continuity equation is satisfied if the particle number density remains constant. This
constant value is denoted by  [7].

2.7. Modeling of Gradient 

A gradient vector between two particles i and j possessing scalar quantities and  at
coordinates  and  is simply defined by . The gradient vector can be
evaluated with any combination of two particles [7]. The gradient vectors between particle  and its
neighboring particles j are weighted with the kernel function and averaged to obtain a gradient
vector at particle i:

(9)

where d is the number of space dimensions. This model is applied to the pressure gradient term
in MPS. The equation (9) gives a larger force to a shorter distance between two particles. This is a
good property to avoid the clustering of particles [7].

3. Geometrical Modeling and Mesh Generation

The micromixer geometry used in this study replicates the design presented in [5], featuring a
complex channel structure characterized by integrated chicanes or an S-shaped configuration.
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The investigated micromixer contains a Y-mixer and S-type microchannel (or “chicane” type), 
the latter includes specially designed meander elements (here and further, the term “meander” is 
associated with the repeated part of the “chicanes” channel). The micromixer is shown in Fig. 2.

Fig. 2. Geometrical model of micromixer

The total length of the micromixer is 21 mm, with an inlet radius of 1mm. Meshing was
performed in Ansys Fluent® (version 2023 R1), resulting in a total of 968 688 computational cells.
The mesh includes 10 boundary layers to adequately resolve near-wall flow behavior. The mesh is
shown on Fig. 3.

Fig. 3. Mesh representation for micromixer

4. Numerical Setup and Boundary Conditions

The numerical simulations were conducted using two distinct computational fluid dynamics
platforms, Ansys Fluent® and ParticleWorks®. In both software environments, identical boundary
conditions and fluid properties were prescribed in order to ensure a consistent basis for comparison.
The physical model assumed isothermal, incompressible flow under steady-state conditions, unless
otherwise stated.

Due to the use of highly diluted solutions, as described in [5], the working fluid properties were
approximated using those of pure water at a reference temperature of T = 20 °C. The density, 
dynamic viscosity, and mass diffusion coefficient were respectively set to: ,

, respectively.
The inlet boundary conditions were defined using the Reynolds number (Re), which

characterizes the flow regime and governs the mixing behavior. Simulations at Re = 2.6, 13, 26,
78, 156, and 260 were used to analyze the resulting flow variations.
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4.1. Temperature Field Analysis 

To evaluate the influence of thermal gradients on the mixing dynamics, a supplementary series
of simulations was conducted in Ansys Fluent® with the energy equation enabled. This allowed for
the resolution of temperature fields and thermally driven flow structures within the domain. The
investigation focused on scenarios in which the two inlet streams entered the domain at different
temperatures. The primary goal was to determine whether a temperature difference between the
fluid streams enhances the mixing rate, potentially due to induced buoyancy or altered viscosity
profiles. Two temperature configurations were analyzed:

− 22 °C / 42 °C (moderate temperature difference)
− 22 °C / 82 °C (high temperature difference)
In each case, one fluid stream was maintained at a reference temperature of 22 °C, while the

second was heated to the respective elevated temperature. The resulting temperature distribution is
shown in this paper. The analysis aimed to identify correlations between thermal gradients and
mixing efficiency, particularly under low Reynolds number conditions where thermal effects could
be more pronounced due to limited inertial mixing.

5. Results and Comparative Analysis

In following part results obtained from two CFD software tools covering the analysis of flow
behavior, mixing homogeneity, pressure drop comparison, and temperature profiles in the
micromixer are visually presented and validated against the results published in [5].

5.1. Flow Behavior in the Micromixer 

The flow behavior in the micromixer was analyzed using streamlines, with red and blue colors
indicating flows from different inlets (Fig. 4). A comparison between Ansys CFX® (left) and Ansys
Fluent® (right) reveals distinct variations in predicted flow behavior across cases (a–d). At low flow
rates (case a), both solvers exhibit similar, well-separated streamlines. As the Reynolds number
increases (cases b–d), Fluent predicts earlier and stronger vortex formation, promoting better
mixing. In contrast, CFX maintains clearer stratification and a sharper interface, indicating lower
mixing efficiency, especially noticeable in cases (c) and (d), where Fluent shows more intense
interpenetration of streams.

In summary, while CFX produces sharper flow features and more distinct separation of layers,
Fluent demonstrates more effective fluid mixing at higher Reynolds numbers due to the presence
of more developed secondary flows and smoother transitions between streams.

Fig. 4. Comparison of simulated streamlines at different Reynolds numbers from CFX (left)
[5] and Fluent (right): (a) Re = 2.6; (b) Re = 26; (c) Re = 156; (d) Re = 260.
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Figure 4 presents the concentration field evolution within the micromixer, where red and blue
indicate unmixed components and green represents ideal mixing. A comparison between Ansys
CFX® (left) and Ansys Fluent® (right) across four flow regimes (a–d) reveals notable differences
in mixing predictions. At lower Reynolds numbers (a, b), both solvers capture alternating
concentration patterns; however, CFX shows sharper interfaces and clearer periodic structures,
suggesting lower numerical diffusion. Fluent, by contrast, produces smoother gradients, indicating
stronger diffusive effects or differing numerical treatment. As Re increases (c, d), these differences
become more pronounced. In case (d), CFX maintains a structured pattern, while Fluent shows
greater homogenization and diminished periodicity.

5.2. ParticleWorks® 

The simulation in ParticleWorks® was conducted using identical boundary conditions and fluid
properties as defined in Ansys Fluent® to ensure consistency and comparability. Figure 5 presents
a comparison between experimental results and numerical predictions obtained from three
simulation platforms: Ansys CFX®, AnsysFluent®, and ParticleWorks®.

Fig. 5. Comparison of experimental and CFX simulation results (left) with Fluent and
ParticleWorks® simulation results (right) at different Reynolds numbers: (a) Re = 13;

(b) Re = 26; (c) Re = 78; (d) Re = 260.

Figure 5 presents a comparison of experimental and CFX simulation results (left) with Fluent
and ParticleWorks® simulations (right) at different Reynolds numbers (a) Re = 13, (b) Re = 26, (c)
Re = 78, and (d) Re = 260, demonstrating generally good consistency across all software tools. In
Figure 6, only the ParticleWorks® results are shown, visualized through particles that effectively
capture the detailed fluid breakup and complex flow structures characteristic of the physical
phenomena.
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Fig. 6. ParticleWorks® simulation results at different Reynolds numbers: (a) Re = 13;
(b) Re = 26; (c) Re = 78; (d) Re = 260.

5.3. Mixing Index 

The mixing index quantifies the degree of homogeneity of species distribution within
the system, ranging from 0 – indicating complete segregation of species, to 1– corresponding
to perfect mixing. In this study was evaluated using the formulation proposed by Danckwerts
[9].

(10)

where is the variance of concentration, denotes the maximum variance of
concentration and represents the degree of segregation.

Based on the Figure 7, it can be observed that the difference in Mixing Index values [10]
between Fluent® and CFX® results [5] is more pronounced at a higher Reynolds number (Re =

260) than at a lower one (Re = 2.6). For Re = 2.6, both simulations yield similar Mixing Index
values along the micromixer, with minimal deviations, indicating limited mixing under laminar
flow conditions. In contrast, at Re = 260, Fluent results show a significantly higher Mixing
Index along the entire micromixer compared to CFX, with a particularly noticeable difference
from the third to the sixth section. This suggests that Fluent more effectively predicts mixing
at higher flow velocities and more complex fluid motion patterns, likely due to better modeling
of secondary flows and vortex structures that contribute to mixing.

Fig. 7. Comparison of the Mixing Index along the length of the micromixer at Re = 2.6 and
Re = 260
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5.4. Pressure drop 

Figure 8 presents the relationship between pressure drop and Reynolds number. As expected,
the pressure drop increases with the Reynolds number, in accordance with theoretical fluid flow
behavior. While the differences between the two are minimal at lower Reynolds numbers, the
discrepancies become more noticeable at higher values of Re. These variations may be due to
differences in the modeling approach or the specific settings applied in each simulation software.

Fig. 8. Pressure drop by different Reynolds numbers

5.5. Temperature field 

Figure 9 presents the temperature field distributions in the micromixer for two imposed
temperature differences, ΔT = 20 °C (left) and ΔT = 60 °C (right), at two Reynolds numbers: 
(a) Re = 13 and (b) Re = 260. Regardless of the flow regime and thermal conditions, rapid
temperature homogenization occurs along the channel in all cases. The small dimensions of
micromixers enable efficient heat transfer even at low Reynolds numbers, which quickly
reduces temperature gradients. It has been shown that the temperature difference of the fluid
does not significantly affect the mixing quality, as confirmed by the results of numerous studies
[11].

Fig. 9. Temperature field for a temperature difference of ΔT = 20 °C (left) and ΔT = 60 °C 
(right) at different Reynolds numbers: (a) Re = 13; (b) Re = 260.
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6. Conclusions

This study examined the performance of a micromixer with meandering channels using 
computational fluid dynamics (CFD) simulations. The results were compared with previously 
obtained experimental data and numerical outputs from Ansys CFX® [5]. In addition to CFX, two 
other CFD tools were applied, Ansys Fluent® and ParticleWorks®. Ansys Fluent employs the finite 
volume method (FVM), whereas ParticleWorks® is based on a meshless, particle-driven approach. 
The comparison showed that Ansys Fluent produced results consistent with both the experimental 
findings and the CFX simulations. It achieved a slightly higher mixing index, though this 
improvement came with an increase in pressure drop. This indicates a trade-off between mixing 
efficiency and flow resistance. 

For ParticleWorks®, only visual results were available. Based on qualitative evaluation, the 
simulated mixing patterns exhibited good alignment with experimental observations. This outcome 
suggests that meshless particle-based simulations can offer reliable qualitative insights into 
micromixing behavior.

Temperature effects were investigated in Ansys Fluent for two cases with fluid temperature
differences of 20 °C and 60 °C. The simulations indicated that the temperature field stabilized 
quickly and had no significant influence on the mixing index. Under the examined conditions,
thermal gradients did not meaningfully affect the mixing process. These findings demonstrate that
different CFD platforms, despite varying in numerical methodology, can provide mutually
reinforcing insights and contribute to a comprehensive understanding of micromixing performance.
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Abstract:

This paper aims to introduce readers and future researchers to the field of inertial 
microfluidics, presenting key principles, forces, and practical applications. By analyzing over 40 
studies, the work systematizes the basic hydrodynamic mechanisms influencing particle motion in 
microchannels: inertial lift force, Dean drag force, and centrifugal force. The theoretical 
framework explains the role of dimensionless parameters, Reynolds number and clogging ratio λ, 
in determining stable particle positions and separation efficiency. A tabular overview summarizes 
the performance of each geometry, straight, curved and serpentine, and highlights their strengths 
and limitations. Major challenges include minimizing clogging in narrow channels, scaling 
throughput for industrial volumes, and adapting systems for complex biological samples like 
blood or environmental mixtures for microplastic removal. Future research directions should 
focus on hybrid geometries combining straight and curved segments to balance resolution and 
throughput, numerical optimization using machine learning algorithms to predict particle 
trajectories, and applications in emerging fields such as single-cell analysis or nanomaterial 
synthesis. By linking theoretical models, experimental validations, and industrial requirements, 
this paper serves as a practical guide for researchers designing inertial microfluidic systems 
tailored to specific separation tasks.

Key words: particle dynamics, inertial microfluidics, separation

1. Introduction

Microfluidics, as an interdisciplinary science based on the principles of fluid mechanics,
offers a wide range of possibilities for precise separation and filtration, where understanding the
forces acting on particles in microchannels plays a key role. As early as the 19th century,
Poiseuille, while studying blood flow through capillaries, observed that blood cells were not
uniformly distributed across the cross-section but formed regions of reduced concentration near
the walls. A whole century later, Simha [1] analytically demonstrated, using the linearized
Navier-Stokes equation, that under low Reynolds number (Re) conditions and in the absence of
walls, particles do not experience radial forces. Subsequently, Vejlnes [2] experimentally
determined that spherical particles in square cross-section channels move away from the walls,
with the effect becoming more pronounced for larger particles. Johnson and Taylor [3] built upon
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Poiseuille’s observation, noting an additional region of reduced concentration in the center of the 
tube, where the velocity is at its maximum. These studies led to the discovery of the "tubular
pinch" effect, documented by Segré and Silberberg in 1962 [4], where particles in laminar flow
through circular tubes migrate radially toward a stable equilibrium position at ~0.6R (R – tube
radius) (Fig. 1). Theoretical advancements enabled a deeper understanding. Saffman [5] was the
first to derive the lift force on a small sphere, while Ho and Leal [6] analyzed lateral migration in
two-dimensional Poiseuille flow. Schonberg and Hinch [7] investigated the shift of equilibrium
positions with increasing Re, proving that the equilibrium position moves toward the wall as Re

increases. In 1999, Asmolov [8] developed a model for inertial lift force at higher Re, laying the
foundations for modern microfluidics.

At the beginning of the 21st century, advancements in micro- and nanotechnology enabled
the expansion of passive microfluidic separation systems utilizing hydrodynamic forces.
Numerous studies have focused on optimizing microchannel geometry and the influence of
dimensionless parameters. In 2007, Di Carlo et al. [9] laid the foundation for continuous inertial
focusing and defined lift forces in microchannels. They demonstrated that particles occupy stable
positions at specific locations within square cross-section channels, allowing for precise
separation. Two years later, they confirmed these findings through numerical simulations [10].
During the same period, Yoon et al. [11] experimentally validated size-selective separation using
secondary flows in curved microchannels. Martel and Toner [12] provided a comprehensive
review of inertial focusing principles, followed by Liu et al. [13], who conducted an in-depth
analysis of spherical particle focusing in rectangular channels across a wide range of Re values.
More recent research has shifted toward optimizing microchannel geometry. Raoufi et al. [14]
and Ince et al. [15] emphasized the importance of channel curvature in determining equilibrium
particle positions and improving separation efficiency, while Amani et al. [16] and Ebrahimi et al.
[17] contributed to the enhancement of serpentine channel designs for faster and more precise
separation. Wiede et al. [18] demonstrated the effective application of Dean vortices for mixing
and focusing, while the latest studies by Valani et al. [19, 20] model dynamic bifurcations in
spiral channels, opening new possibilities for particle separation.

The aim of this review, presented in this papaer, is to systematize the key forces in inertial
microfluidics, along with their theoretical models and experimental validations, providing a
comprehensive overview of the achieved results. Additionally, it highlights some of the key
factors influencing the lateral migration of particles. A tabular summary of various studies
enables a clearer comparative analysis, which can contribute to the further development of inertial
separation techniques in microfluidics.

Fig. 1 Inertial lift force – Equilibrium position

2. Particle Dynamics in Microfluidic Environments

2.1 Governing Equations of Fluid Dynamics and Nondimensional Numbers 
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The governing equations of fluid flow are the Navier-Stokes (1) and continuity equations (2),
which are fundamental to microfluidics

( ) 21v
v v f p v

t





+   = −  + 


and (1)

0v = (2)

where v, , p, f and  are the fluid velocity, fluid density, pressure, external forces acting on the
fluid and kinematic viscosity, respectively. The left side of equation (1) describes inertial effects,
while the right side includes terms for body, pressure and viscous forces.

The dynamics of particle motion in microfluidics is characterized by several key
dimensionless numbers. The Reynolds number (Re), representing the ratio of inertial to viscous
forces, is crucial for determining the flow regime. In microchannels with rectangular cross-
sections, the hydraulic diameter (Dh), defined as the ratio of the cross-sectional area to the wetted
perimeter, is commonly used instead of the pipe diameter [8, 9, 13, 21]. Index ’c’ indicates that it 
refers to the channel
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where vm is maximum velocity and  is dynamic viscosity. Some authors use the maximum flow
velocity to determine the flow regime, with relation vm=1,5·vsr for square channels. Since particle
behavior depends on the flow regime, the particle Reynolds number (Rep) is often defined and
used in theoretical studies to analyze forces [8, 9, 22]

22

2
m

p c

hh

v aa
Re Re

DD




= = (4)

The ratio of particle diameter to channel height can play a crucial role in focusing and is
referred to as the particle blocking ratio. In the literature, it is denoted by various symbols, such
as κ [22] or λ=a/h [23]. Studies [10, 12, 24, 25] have established that this ratio should satisfy λ>
0.07 to achieve high efficiency. In addition to the particle-to-channel ratio, experimental studies
often consider the aspect ratio (AR), defined as the ratio of channel height (h) to width (w),
denoted as AR=h/w.

The Dean number (De) is a dimensionless quantity that describes the intensity of secondary
flows in curved channels, as given by equation (5). It was first described by William Dean in
1928 [26], who demonstrated that the velocity difference between the center and the walls of the
channel generates additional forces that push the fluid toward the outer wall of the curve.

2
h

c c

D
De Re Re

r
= = , (5)

where δ is the curvature ratio of the channel, and r represents the radius of curvature. The
additional momentum arises from the pressure difference between the inner and outer walls.
Vortices form in the upper and lower halves of the channel, as shown in Fig. 2, and act as a drag
force on the particle, influencing its motion. The literature suggests that the conditions De<50 [9]
and λ·r>0.04 [18] must be satisfied for inertial separation to be feasible and effective. If De

exceeds the proposed limit, particle mixing will occur due to increased vorticity.
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Fig. 2 Dean flow in a channel cross-section

2.2 Forces acting on microparticles 

The motion of a body through a viscous fluid is accompanied by various forces exerted by the
fluid flow on the body itself. A general expression can be derived from Newton's second law,

p D L C B

v
m F F F F F F

t


=  = + + + +


, (6)

where is FD drag force, FL lift force, FC centrifugal force, FB buoyant force, and F represents any
additional force (e.g., the Magnus force). The buoyant force can be neglected due to the
dominance of viscous forces and when the particle density is approximately equal to the fluid
density; therefore, it will not be considered in this study.

2.2.1 Drag force (Stokes force) 

Particles suspended in a liquid experience a drag force caused by the fluid's viscosity. Under
conditions of very low Reynolds number (Re<1), simplifying equation (1) leads to the expression
for the drag force, commonly known as Stokes drag. By neglecting the fluid's inertial effects and
replacing the drag coefficient CD with the Stokes relation 24/Re , the following expression is
obtained:
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where vf is the fluid velocity, vp is the particle velocity and  is the dynamic viscosity [27]. In
curved channels, secondary flows generate an additional drag force that acts on particles by
keeping them in an equilibrium position, known as the Dean drag force (8).

4 1.633 , where 1.8 10De D DF av v De −= =  , (8)

where vD is the Dean flow velocity [16]. The vortices assist in particle separation based on size,
where smaller particles accumulate near the inner wall, while larger particles are displaced to the
opposite side [28].

2.2.2. Inertial Lift Force 

For many years it was assumed that in laminar flow (Re<1) inertial effects had no influence
on the motion of bodies in fluid, and that their trajectory would coincide with the streamline
passing through their center of mass. However, the flow regime in the range 1<Re<100 is
particularly interesting because while the flow remains laminar, inertial forces become
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significant, generating lift forces [29]. The lift force, well known in the fields of gas dynamics
and aerodynamics, has long been studied as a key factor in the movement of airfoils. However, in
the case of fluid flow at low velocities (low Re), the effects of this force were often neglected.
During the 1960s, experimental results revealed the formation of specific equilibrium positions
depending on channel geometry. It became clear that there must exist a force causing lateral
displacement. Saffman [5] proposed a mathematical model to describe this phenomenon.

281.2LF va  =  ,                                         (9)

where  is the velocity gradient magnitude. Subsequently, Ho and Leal [6] proposed a new
expression for two-dimensional Poiseuille flow, where the particle diameter has the dominant
influence, later adopted by numerous researchers in their calculations [13, 16, 22, 23, 30].

2 4 2
maxLW L hF c v a D= ,                                         (10)

where cL is the lift coefficient, most commonly determined experimentally and ranging between
0.02 and 0.05 [15, 30]. They also proposed a criterion for achieving inertial effects, requiring AR

to be between 0.5 and 2 and Rep>1. Hood et al. [31] suggested that scaling the force with a³ yields
better numerical results. In rectangular channels where w>h, the relation holds 2 2

L hc D a Re

[32, 33]. This force is often called the wall-induced lift force.
Generally, research has established that the lift force, or the force causing lateral

displacement, can be decomposed into two components: wall-induced and shear gradient-
induced. Due to viscosity, the fluid velocity at walls equals zero (no-slip condition) while
particles move with finite velocity. This velocity difference generates a force acting on particles
from walls toward the channel center. Conversely, the laminar velocity profile and non-uniform
flow velocity create shear rate gradients above and below the sphere, resulting in a force directed
from the channel center toward the walls. The literature [31] provides the formula:

2 3
maxLS L hF c v a D= .                                         (11)

When the particle is located in the central region of the channel, the shear gradient force
dominates, while near the walls the opposite effect prevails. It is precisely for this reason that Di
Carlo et al. [9, 24] formulated a general expression for the lift force that causes lateral particle
displacement:

2 4 2
max( , )L L hF c Re x v a D= ,                                         (12)

where the lift coefficient depends on both the particle position and Reynolds number, and in some
cases may become negative [32].

2.2.3 Centrifugal Force

In curved or spiral-shaped channels, a centrifugal force arises, acting radially outward from
the center of rotation. This force results from the inertia of the particle, which tends to maintain
straight-line motion. Depending on the mass and diameter of the particle, a slight drift occurs
during turns, causing the particle to shift to a specific streamline. If this process repeats multiple
times, the outcome at the channel exit will be particle separation based on size or density [16, 17,
23, 27].

( ) 3 2

6
p f t

C

a v
F

R

  −
= , (13)
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where is vt tangential particle velocity. An example of how the centrifugal force acts is shown in
Fig. 3. From equation (13), it can be concluded that increasing the velocity while decreasing the
radius of curvature leads to an enhancement of the centrifugal force. Heavier particles move
toward the outer wall of the channel, while smaller and lighter particles remain closer to the inner
wall. If the centrifugal forces are significantly greater than the others, focus destabilization and
poor separation may occur.

Fig. 3 Centrifugal force in elbow [17]

2.3 Effects of channel geometry 

Both experimental and numerical studies demonstrate that particles in square cross-section
channels focus at specific locations after a certain distance from the inlet, depending on the aspect
ratio. When the previously mentioned criteria for λ, Rep, and AR are satisfied, the required
channel length for achieving focusing can be determined analytically using equation (14a) [9, 29,
34], while Bhagat et al. [35] propose equation (14b).

2

2 2
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a) ,h
f

L

D
L

c v a


= ,

3

3
max

3b) hD
L

v a




= . (14)

In square cross section channels, four stable focusing positions exist, whereas in rectangular
channels the number of stable positions reduces to two, always located along the longer sides, as
shown in Fig. 4. It has also been observed that with increasing Re, particles migrate closer to the
walls [29].

Fig. 4 Equilibrium positions in a rectangular cross section

The focusing length in straight channels can reach several dozen millimeters, which may
take considerable time given the typically low flow rates. To reduce both the required length and
separation time, researchers have recently begun combining straight and curved channels, as well
as channels with variable cross sections [36]. Moloudi et al. [33] investigated inertial focusing in
trapezoidal cross section channels and achieved better separation efficiency compared to
conventional rectangular channels (Fig. 5). They introduced an additional force termed the cross-
section lateral force FCL, which is fundamentally equivalent to the wall-induced lift force but
generated by vertical walls in horizontal direction. Mashhadian et al. [37] developed a method for
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rapid prediction of particle positions in channels with different cross-sections using numerical
simulations.

Fig. 5 Equilibrium positions of particles in microchannels with different cross-sectional geometries

3. Tabular overview of inertial microfluidics papers and discussion

Geometry a<10 10<a<20 a>20 Re<10 10<Re<100 Re>100 <0.2 >0.2

Straight [9, 13, 25, 30,
32-38, 41]

[9, 13, 30,
34, 37]

[32, 33,
34]

[9, 31, 35,
37, 41]

[13, 25, 30-
35, 37, 38,

41]

[9, 13, 32-
34, 37, 38]

[9, 13, 25,
30, 32, 34-

38, 41]

[13, 30,
32-34]

Curved
[11, 14, 18,
22, 23, 28,

36, 39]

[14, 18, 22,
39] [11, 39] [11, 18,

28] [18, 23, 28] [22, 23] [14, 22, 23,
28, 36, 39]

[11, 22,
39]

Serpentine [9, 15-17, 22,
24, 27, 40]

[9, 16, 17,
22, 24, 27,

40]

[16, 17,
24, 40] [9, 16] [15, 27, 40] [9, 15, 22,

24, 27, 40]
[9, 15, 22,

24, 40]
[16, 17, 22,

24, 27]

Table 1. Overview of key models and parameters

Table 1. presents a review of experimental and simulation studies on particle separation using
inertial microfluidics. The studies are divided into three main groups based on channel geometry:
straight, curved, and serpentine channels. The analysis highlights three critical parameters in
inertial microfluidics: particle diameter a [m], Reynolds number Re [-], and clogging ratio λ [-].
These parameters enable researchers to determine operational ranges for channel design,
including channel width, height, and flow rates, that ensure efficient particle manipulation.

It can be observed that all three geometries predominantly focus on smaller particles (a<10
μm), which makes sense since the most common application is in medicine for the separation of 
various cells and bacteria [18, 34]. Most investigations are conducted in moderate flow regimes
(10<Re<100), particularly in straight channels. As previously noted, this is the ideal range where
inertial lift forces manifest. Curved channels stand out with medium-sized particles, especially in
biomedical applications for CTCs (cancer tumor cells) isolation with 90% efficiency [17, 39].
Similarly, in serpentine channels, a slightly higher clogging ratio (λ>0.2) is tolerated due to Dean
vortices. They are more efficient at higher Re (Re>100), enabling greater flow rates and faster
processing of larger sample volumes [16, 17, 24].

4. Conclusions

Inertial microfluidics has proven to be a transformative approach for high-precision particle
manipulation, driven by the interplay of hydrodynamic forces and optimized channel geometries.
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Straight channels dominate in processing small particles (<10 µm) under moderate Re (10–100),
while curved geometries leverage Dean vortices to achieve >90% efficiency in biomedical
applications like CTCs isolation. Serpentine designs excel at high Re (>100), tolerating higher
clogging ratios (λ>0.2) for rapid, large-volume processing. The systematic analysis of
dimensionless parameters (a, Re, λ) across studies, Table 1, reveals a clear geometry-dependent
optimization strategy: straight channels give good results for moderate Re, curved designs
improve separation by secondary flow, and serpentine configurations balance flow and resolution.
However, challenges remain in translating the efficiency of laboratory studies to industrial scale.
While this review provides a strong theoretical foundation by analyzing hydrodynamic forces and
particle behavior, further experimental and numerical studies are essential to validate these
findings and bridge the gap between theoretical predictions and practical applications. Future
work should prioritize hybrid geometries that combine these advantages, machine learning-based
design optimization, and clogging mitigation strategies for complex biological samples, ensuring
that inertial microfluidics meets the growing demands in diagnostics, environmental monitoring,
and nanomaterial synthesis.
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Abstract

Electromagnetic hydrodynamic (EMHD) convection of trihybrid nanofluid (THNF) is
investigated in this paper, i.e. fluid in which three types of nanoparticles were inserted. This
THNF flows through a porous medium located in a vertical channel, the walls of which are at
constant but different temperatures. The channel is under the influence of external electric and
magnetic fields. Viscous dissipation, Joule radiation, Darcy dissipation and thermal radiation are
included in the energy equation. Analytical solutions were obtained for the THNF velocity and
temperature distributions, as well as Nusselt numbers and shear stresses on the channel walls. Part
of the obtained results is presented in the form of graphs and tables, and the effects of various
introduced physical parameters on velocity, temperature, Nusselt numbers and shear stresses are
analyzed.

Key words: EMHD, THNF, porous media, thermal radiation, nanoparticle convection, volume
fraction

1. Introduction

Heat transfer is not only a technical issue in many industrial fields, but also a very big
challenge for engineers, businessmen and researchers. They strive to improve heat transfer using
different ways to achieve this. The first attempts were to increase the heat exchange surfaces,
which led to bulky and uneconomical systems. It was noticed a long time ago that the fluids that
are traditionally used for heat transfer have poor thermal conductivity, and research was started in
order to improve it. One of, for now, the easiest ways to realize this is the use of nanofluids (NF),
i.e. of traditional fluids in which metal particles of size (1-100) nm have been inserted, i.e.
nanoparticles (NPs). The realization of this idea dates back to 1995, when the research by Choi
and Eastman [1] was published. Research has continued and today, fluids with one, two and three
types of NC are used, i.e. NF, hybrid nanofluids (HNF) and THNF, respectively.

These researches are still very current today and there are a large number of available results,
a small number of which will be mentioned in this paper. The instability of Rayleigh-Benard
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convection was investigated by direct numerical simulation by Jovanović et al. [2]. The flow of 
two immiscible Newtonian fluids in a multi-effect inclined channel was investigated by Lima et
al. [3], and Raju and Satish [4] investigated the MHD flow and heat transfer of two immiscible
ionized gases in a horizontal channel. Kalyyan and Soliman [5] investigated the flow and heat
transfer of immiscible micropolar and Newtonian fluids in a vertical channel, and Yadav et al. [6]
entropy generation in a horizontal channel of a porous medium (PM) with an inclined magnetic
field and radiant heat.

The effect of nanoparticles size on velocity and temperature in MHD mixed convection in a
vertical channel with heat generation and thermal radiation was investigated by Gul et al. [7].
Mixed convection of three fluid layers where the end is NF and the middle clear fluid in the
vertical channel is PM was investigated by Umavathi and Sheremet [8]. Petrović et al. [9,10] 
investigated the MHD mixed convection of immiscible NF and clear fluid through PM in a
horizontal and vertical channel, respectively. MHD convection of immiscible NF and clear fluid
in a horizontal suction/injection channel was investigated by Manjeet and Sharma [11]. A detailed
review of the flow and heat transfer research of NF in PM in the period from 2018 to 2020 was
given by Nabwey et al. [12]. The influence of different NCs on the mixed convection of two
immiscible NFs through PM in an inclined channel of permeable walls with thermal radiation was
investigated by Devi et al. [13].

Xu and Sun [14] investigated the mixed convective flow of HNF through PM in a vertical
microchannel. MHD mixed convective flow of HNF in PS with radiation was investigated by
Alzahrani et al. [15], Rao and Deka [16] and Khalil et al. [17] on a buckling plate, on a
stretchable plate with slip conditions, and on an elastic plate with slip conditions, varying
viscosity and thermal conductivity, respectively. Convective flow of THNF and PS on a
horizontally stretching sheet was investigated by Algehyne et al. [18] and on a stretching sheet
with radiation and the influence of a magnetic field, Nasir et al. [19]. EMHD flow and heat
transfer in a PM between two clear fluids in an inclined channel was investigated by Subray et al.
[20].

Heat transfer in MHD flow of THNF over a stretching/shrinking sheet with heat
generation/absorption and slip conditions was investigated by Mahmood et al. [21]. MHD mixed
convective flow of THNF through a porous medium in a vertical channel with slip boundary
conditions was investigated by Hema et al. [22].

The authors of this paper conducted a review and analysis of numerous existing studies on
NF, HNF, and THNF. After that review, they got the impression that there is very little research
on the simultaneous influence of the magnetic field, electric field, PM factor and thermal
radiation on the mixed convective flow of THNF. Bearing this in mind, and the possibility of
applying such flow and heat transfer, this paper investigates MHD mixed convective flow THNF
through PM in a vertical channel with thermal radiation, viscous dissipation, Darcy dissipation
and Joule heating.

2. Mathematical formulation

Here, the flow and heat transfer of THNF through a porous medium of permeability K0 in a
vertical channel between flat walls located at a distance h is studied. The channel walls are
impermeable, and their temperatures Tw1 and Tw2 are constant (Tw2< Tw1). The applied external
magnetic field is homogeneous, perpendicular to the walls, and its magnetic induction is B. The
external electric field of strength E is homogeneous and perpendicular to the directions of the
basic current and the magnetic field. It is assumed that the pressure gradient in the flow direction
is constant and that the flow is fully developed. The XYZ coordinate system is adopted so that the
X-axis is in the plane of the left wall and has the direction of the primary flow, and the Y-axis is
perpendicular to the channel walls as shown in Figure 1.
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Fig. 1. Physical configuration

Bearing in mind that this fluid flow is affected by pressure, viscous friction, buoyancy, Darcy
resistance and Lorentz forces, the momentum equation of the described problem can be written in
the form:

( ) ( )( )
2

22
0

0.w

dp d U
U B E BU g T T

dX KdZ


  − + − − + + − = ,                             (1)

The energy equation of the described problem, taking into account viscous dissipation, Darcy
dissipation, Joule heating and thermal dissipation, Joule heating and radiant heat, can be written
in the form:

22
2 2

2
0

( ) 0.rdqd T dU
k U E BU

dY dY KdY

 
+ − + + + = 

 


  ,                 (2)

The corresponding boundary conditions can be written as follows:

( )( ) ( ) ( )( ) ( )2 1U, 0 0, ; , 0, .w wT T U T h T= = ,                             (3)

In the previous equations and boundary conditions, the symbols used are: U- flow velocity, T-
temperature, − density, − electrical conductivity, − dynamic viscosity coefficient, 
k − thermal conductivity, − thermal expansion coefficient,

rq − thermal radiation flux THNF and
g −gravitational acceleration. 

For the physical properties of THNF, classical relations [21] are used in the following form:

( ) ( )2 4 6, , , ,f

f f f
k k

m
= = = =


        , (4)

in which, for the sake of brevity, the labels are used:
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where the subscript f refers to the base fluid, and [ 1,2,3]i i = − the volume fraction of
nanoparticles.

The Rasseland approximation [6] is used for the heat radiation flux:
* 4

*

4
3r

dT
q

dYk
= −

 , (6)

in which are * − the Stefan-Boltzmann constant and *k − the mean value of the absorption 
coefficient THNF.

An approximation is obtained by developing in order:

( )4 3
2 24 3w wT T T T − ,                             (7)

and then it's:
* 3 2

2
* 2

16
.

3
wr

Tdq d T

dY k dY
= −

 , (8)

For further investigation of this problem, equations (1) and (2) and boundary conditions (3)
are transformed into dimensionless forms by introducing the following dimensionless quantities:

2

0 1 2

, , ,T TwY U
y u

h U Tw Tw

−
= = =

−
 , (9)

in which 0U  is characteristic velocity that will be determined in the future. After replacing
relations (4), (6) and dimensionless quantities (9) in equations (1), (2) and boundary conditions
(3), the corresponding equations and boundary conditions are obtained in dimensionless form: 

2

0 1 2

, , ,T TwY U
y u

h U Tw Tw

−
= = =

−
 , (10)

22
2 2

22 2 ,d Br du
u Ru R

mb dydy




  
= − + + +  

   

,   (11)

( )( ) ( ) ( )( ) ( ), 0 0,0 , , 1 0,1 .u u= =  ,                             (12)

The following notations were used in the last equations and boundary conditions:
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, (13)

where: −porosity factor, K − external electric load factor, *R − radiation parameter, and Ha and 
Br - Hartmann's and Brickmann's numbers, respectively.

3. Solution method

Equations (10) and (11) are coupled with nonlinear ordinary differential equations and for
them, at least for now, it is not possible to find an exact analytical solution. However, for small
values of the Br number, which is often the case in practice, an analytical approximate solution
can be found using the regular perturbation method. Using this method, solutions for velocity and
temperature schedules are assumed in the forms:

( )( ) ( )( )
0

, , .
n

i

i i

i

u y Br u y 
=

= ,                             (14)

Substituting relations (14) in equations (10) and (11), it is obtained that the zero-order
equations are:

2
20

0 0 12 ,
d u

u aM R
dy

− + =  ,                 (15)

2
0

2 0,
d

dy
=

 , (16)

First order
2

21
1 12 0,d u

u aM
dy
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201

0 0 22
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Second order
2

22
2 22 0,d u

u aM
dy

− + =  ,                             (19)

2
202 1

0 1 12

1 2 2 2 0.
dud du

u u Ru
mb dy dydy

 
+ + + = 

 


 , (20)

The corresponding boundary conditions can be written in the form:
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( )( ) ( )0 1 2 0 1 2, , , , , 0,1 0,0,0,1,00;0,0,0,0,0,0 .u u u =   ,                             (21)

The solution of equations (15) and (16) with the corresponding boundary conditions (21) is:
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and the integration constants are:
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The solution of equations (17) and (18) with appropriate boundary conditions is:

( ) ( ) ( ) ( )
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where the tags were used:
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The solution of the second-order equations is not given here, due to the long notes.
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Thus, the analytical speed and temperature distributions of THNF of the observed problem
were determined. Now the reactions for the dimensionless shear stress and the Nusselt number
can also be determined. The dimensionless shear stresses on the left and right channel walls have
the following notations:

1 2
0 1

, ,
f fy y

du du

dy dy
= =

   
= =   

   

 
 

 
, (26)

respectively, and the Nusselt numbers on these walls are:

1 2
0 1

, .
f fy y

k d k d
Nu Nu

k dy k dy
= =

   
= =   

   

  , (27)

respectively.

4. Results and analysis

Analytical relations obtained in the previous chapter for distributions of velocity,
temperature, shear stress and Nusselt numbers depend on the introduced physical parameters that
are significant for the observed problem. Among the influential parameters is the parameter M,
which depends on the choice of the characteristic velocity 0.U This velocity can be chosen in
different ways and here it is chosen so that the parameter M is the Grashof number. Equating the
expression for the quantity M with the expression for the Grashof number, the equation is
obtained:

( ) ( )2 2 3
1 2 1 2

2
0

f f w w f f w w

f f

h T T h T T
g g

U

   

 

− −
= , (28)

from which it follows that:

0
f f

f

U
h h

= =
 


,   (29)

where
f − is the coefficient of kinematic viscosity of the base fluid. 

This chapter presents part of the obtained results for the case when THNF consists of water as
the base fluid and nanoparticles of magnesium oxide (MgO), titanium dioxide (TiO2) and
aluminum oxide (Al2O3). The physical characteristics of water and nanoparticle materials used
here are given in Table 1.

Substance
properties 2H O 2 3Al O 2iTO MgO 

( )3/kg m 997.1 3970 4250 3560

( )/ ( )pc J kgK 4179 765 686.2 955

( )/ ( )K W Km 0.613 40 8.9538 45

( )/S m 65.5 10− 635 10 62.6 10 75.392 10−

( )Pas 0.001 - - -
β[K-1] 50.18 10− 50.85 10− 50.90 10− 51.13 10−

Table 1. Physical characteristics
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Results are given for parameter values 1 2 3 0.01,  = = = 0.3,=Br 1,K = − 5, = 5,=Gr

* 0.5, 5,R Ha= = except when they are individually changed. Figures 2 and 3 present graphs of the 
distribution of velocity and temperature for several values of the Ha number, respectively. As
shown in Figure 2, an increase in the Ha number leads to a higher flow rate of THNF in the
channel. This can be physically explained by the fact that the Lorentz force, which acts as the
driving force, increases with the Ha number. It can be seen from Fig. 3 that the temperature of the
fluid in the channel is higher for higher values of the Hartmann number and this can be attributed
to the increase in Joule heat.

Fig. 2. Velocity distributions for different values of
Ha

Fig. 3. Temperature distributions for different values
of Ha

The velocity and temperature profiles for various Λ values are shown in Figures 4 and 5, 
respectively. From Figure 4, it is evident that higher Λ values lead to reduced fluid velocities, 
which can be attributed to the increased resistance force of the porous medium against the fluid
flow. Conversely, Figure 5 shows that as Λ increases, the fluid temperature within the channel 
rises. This can be physically explained by the conversion of energy used to overcome the porous
medium’s resistance into thermal energy.

Fig.4. Velocity distributions for different values of


Fig. 5. Temperature distributions for different values
of 

Figures 6 and 7 present graphical distributions of velocity and temperature for different
values of K, respectively. It can be seen from Figure 6 that higher values of K correspond to
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higher velocity intensities and that the change in the sign of the quantity K ie. a change in the
direction of the external electric field leads to a change in the direction of the fluid flow in the
channel. For the value K=0, the fluid velocity is very low. With Figure 7, it is noted that higher
values K correspond to lower fluid temperatures in the channel.

Fig.6 Velocity distributions for different values of K Fig.7 Temperature distributions for different values
of K

The velocity and temperature distributions for different values of Gr are shown in Figures 8
and 9, respectively. With Fig. 8, it is noted that higher values of Gr correspond to higher
velocities of fluid flow, which is physically explained by an increase in the intensity of the
buoyancy force. The temperature of the fluid in the channel increases for higher values of Gr,
which can be seen from Fig. 9.

Fig. 8. Velocity distributions for different values of
Gr

Fig. 9. Temperature distributions for different values
of Gr

Plots of velocity and temperature distribution, for different values of R*, are presented in
Figures 10 and 11, respectively. With Figure 10, it can be seen that higher values of R*
correspond to lower velocities and from figure 11 to correspond to lower temperatures.
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Fig. 10. Velocity distributions for different values of
R*

Fig. 11. Temperature distributions for different
values of R*

Table 2 gives values of shear stress on channel walls and values of local Nusselt numbers on
these walls for several values of introduced physical parameters. The results in this table are
given for the same parameter values as for the graphics. Table 2 shows that higher values of the
Ha number correspond to higher values of the shear stress on the channel walls, and higher values
of the local Nu numbers. An increase in the value of the porosity factor leads to a decrease in the
shear stress on the channel walls and to an increase in the Nu number on these walls.

Table 2. Shear stresses and Nusselt numbers for several parameter values

1 2 1Nu 2Nu

3Ha = 3.058397 4.15434− 2.107867 0.80533−

5Ha = 5.204721 6.14346− 2.964628 1.60951−

7Ha = 7.33365 8.12833− 3.738687 2.23564−

5 = 5.204721 6.14346− 2.964628 1.60951−

10 = 4.837761 5.7392− 3.190565 1.67173−

15 = 4.533338 5.40163− 3.370728 1.7369−

1K = − 5.204721 6.14346− 2.964628 1.60951−

0.5K = − 2.708536 3.64846− 1.578781 0.164514
0K = 0.282222 1.22333− 1.123938 1.00753

0.5K = 2.07422− 1.131931 1.600101 0.919542
1K = 4.3608− 3.417324 3.007269 0.09945−

5Gr = 5.204721 6.14346− 2.964628 1.60951−

10Gr = 5.61465  7.4971− 3.056461 2.57611−

15Gr = 6.069284 8.91003− 3.222432 3.68609−
* 0.1R = 5.250883 6.18938− 2.964628 1.60951−

* 0.5R = 5.204721 6.14346− 2.964628 1.60951−

* 0.7R = 5.189398 6.12822− 2.964628 1.60951−

Higher absolute values of the external electric load factor correspond to higher shear stresses
on the channel walls and higher Nusselt numbers. An increase in the value of R* reduces shear
stresses and the values of Nusselt numbers are not affected for the analyzed values of R*. Higher
values of Gr number correspond to higher values of Nusselt numbers and shear stress.
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3. Conclusions

In this paper, electromagnetic hydrodynamic flow and heat transfer of three hybrid nanofluids
in a porous medium in a vertical channel were investigated. The impact of viscous and Darcy
dissipation, Joule heating and thermal radiation is considered. Analytical approximate solutions
for velocity and temperature were determined using the regular perturbation method. The
corresponding conclusions were drawn from the analysis of the obtained solutions. It was
concluded that an increase in Hartmann's number and Grashof's number leads to an increase in
velocity and temperature in the channel and to an increase in shear stress and Nusselt numbers on
the channel walls. Higher values of the porosity factor correspond to smaller values and shear
stresses and higher temperatures and higher Nusselt numbers. Higher radiation factor values
correspond to lower velocities, shear stresses and lower temperatures. By changing the sign of the
external load factor the direction of fluid flow in the channel can be changed.
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Abstract. Washburn’s equation describes the flow of a viscous incompressible fluid through 
a narrow vertical cylindrical pipe. It is a simplified version of the Navier-Stokes equations. 
If the vertical pipe has circular cross section of constant radius, equilibrium height of the 
fluid is asymptotically stable. In this study, it is shown that in the case of slowly varying 
cross section equilibrium height remains asymptotically stable, but critical value of the pa-
rameter depends on the shape of the pipe. The model and its stability analysis generalize 
existing results, based upon lubrication theory approach, by inclusion of inertial term.

Keywords: Washburn’s equation; Stability analysis

1. Washburn’s equation

Motion of a Newtonian fluid is described by the Navier-Stokes equations. When the flow 
occurs in the narrow vertical pipe of constant circular cross section of radius R, simplifying 
assumptions lead to the Washburn equation [1]:

ρ
d
dt

[
h(t)

dh(t)
dt

]
+ρgh(t)+

8µ
R2 h(t)

dh(t)
dt

=
2γ cosθ

R
. (1)

There is a unique stationary solution of (1), h(t) = he = const., which determines the equi-
librium (Jurin’s) height of the fluid column:

he =
2γ cosθ

ρgR
. (2)

Washburn’s equation (1) may be put into dimensionless form:

ω
d

dT

[
H(T )

dH(T )
dT

]
+H(T )

dH(T )
dT

+H(T ) = 1, (3)

where dimensionless parameter ω is defined by ω := ρ2R4g
64µ2he

. Equilibrium height (stationary
solution) is then H(T ) = He = 1.

Linear stability analysis of the stationary solution of Washburn’s equation (3) leads to
the following results. There exists a critical value ω∗ = 1/4 of the dimensionless parameter
which separates two types of stationary points (corresponding to stationary solutions):

(a) for ω < ω∗ the stationary point is a stable node;

(b) for ω > ω∗ the stationary point is a stable focus.
It can be concluded that equilibrium state of the fluid column is asymptotically stable, but
local behavior in its neighborhood depends on the value of dimensionless parameter ω.
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2. Generalized Washburn’s equation and stability analysis

Generalized Washburn’s equation describes motion of the fluid through the vertical pipe
with variable circular cross section, R = R(z). Using the lubrication theory, it was derived
in [2, 3], but in that form inertial term was neglected. It can be derived from the local and
global form of mass and momentum balance laws, under the assumption |R′(z)| ≪ 1 and
without neglecting inertial term. Using the same dimensionless variables as in standard
Washburn’s equation, generalized Washburn’s equation can be cast into:

ω
d

dT

[
H(T )

dH(T )
dT

Φ(H(T ))
]
+H(T )

dH(T )
dT

+H(T )Φ(H(T )) = R̂(H(T )), (4)

where Φ(ζ ) := (1/ζ )
∫ ζ

0 R̂(Z)2dZ, and R̂(Z) is dimensionless radius of circular cross section.
In this case, equilibrium height is determined as solution of the nonlinear equation:

HeΦ(He) = R̂(He). (5)

Linear stability analysis is of the equilibrium solution H(T ) = He leads to the eigenvalue
problem, with the eigenvalues:

λ1/2 =−1
2

φ(ω,He)

[
1∓

√
1− 4γ(He)

φ(ω,He)2

]
, (6)

φ(ω,He) =
1

ωΦ(He)
, γ(ω,He) =

1
ωHe

{
1− R̂(He)

Φ(He)

[
R̂′(He)

R̂(He)
− Φ′(He)

Φ(He)

]}
. (7)

For He > 0, φ(ω,He)> 0 by definition, whereas γ(He)> 0 due to assumption |R′(z)| ≪ 1. If
we define:

ω∗(He) =

[
4Φ(He)

He

{
1− R̂(He)

Φ(He)

[
R̂′(He)

R̂(He)
− Φ′(He)

Φ(He)

]}]−1

, (8)

the following stability result is obtained:
(a) for ω < ω∗(He) the stationary point is a stable node;

(b) for ω > ω∗(He) the stationary point is a stable focus.
This leads to a conclusion that stability of the equilibrium state of the fluid column in the
pipe with slowly varying cross section shares the same features as in the case of constant
cross section. However, critical value ω∗(He) of the parameter ω is determined by the shape
of the pipe R̂(Z).
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Abstract:

InfraGravity (IG) waves are surface water waves with frequencies in the range of 0.003 to
0.03 Hz corresponding to periods of around 30 to 300 seconds (see figure 1). Unlike the majority
of waves in seas and oceans, which are generated through direct wind forcing, IG waves are
generated through nonlinear interactions of the wave fields with themselves and spatiotemporal
inhomogeneities of the environment.

While their amplitudes are much smaller than those of wind waves (on the order of
centimeters in open seas), they possess a number of unique properties that make them relevant for
various engineering applications and physical processes. This includes their speed of propagation
and depth of velocity profile, which can far exceed those of wind waves in deep waters (hundreds
of meters per second and reaching bottom of the ocean).

From a coastal and marine engineering point of view, IG waves can resonate with harbors
(posing danger to ships and structures), and can contribute to flooding events (through wave
runnup). They are also one of the main factors in shaping of the beach morphology, and during
extreme events IG waves can dominate sediment transport.

From an oceanographic and physical point of view, IG waves can potentially lead to breaking
and calving of ice shelves, generate atmospheric gravity waves that mix the atmosphere, distort
satellite altimetry measurements, and are driver of deep ocean bottom vibrations known as the
Earth's hum. However, despite all of these important processes, there is a significant lack of
knowledge on IG wave magnitudes and properties on a global level, especially in the deep water.

Here, a summary of the state of the art approaches in modeling and measurements is given,
together with that of the current state of theoretical knowledge. The main goal of this work is to
drive forward improvements to large scale stochastic modeling and measurement practices, in
order to establish global IG wave forecasting capabilities. Gaps that need to be filled are
identified, and possible directions of research are outlined.

Key words: water waves, oceanography, nonlinear processes

1. Review of IG wave properties, measurements, and modelling

Due to all of the above mentioned reasons, IG waves have been extensively studied (Bertin et
al., 2018). Yet, the focus of most of the previous studies was limited to small-scale nearshore
areas. While models for nearshore generation of waves have long existed, and considered various
generation mechanisms including radiation stress, variable breakpoint, and nonlinear wave-wave
interactions (e.g. Longuet-Higgins et al. 1962), large-scale (global) models that cover the deep
water areas are still relatively new. The model of Ardhuin et al. 2014, currently the only global IG
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wave model, and considers reflection of IG waves from coastlines, which then propagate into
deep water. However, it is a purely empirical model, which does not take into account many of
the generation mechanisms (including in deep water, see Vrećica et al., 2019).

One of the reasons for the lack of global models is that there is not enough measurement data,
especially in deep waters, to serve as a guide in derivation of theory and as boundary/initial
condition for models. The other reason is that IG waves can exhibit far more complex behavior
than regular water waves. Besides having a significant amount of energy following free wave
dispersion relation, they can also poses significant energy in bound (forced by other waves) and
edge wave (where bathymetry enters the dispersion relation) modes.

To address the outstanding issues, an international initiative was formed, with researchers
from many different countries, and with a wide range of expertise. There are two main goals of
this initiative. The first one is to write an extensive review paper, which while covering many
different aspects of IG waves, will focus on IG wave measurements. The second goal is to submit
an application to the Global Ocean Observing System (GOOS) to recognize IG wave as an
essential ocean variable, which will lead to establishment of the best measurement and modeling
practices for IG waves and to IG waves being taken into account by policy makers.

Fig. 1. Frequency spectrum of the oceans (Munk 1950).  There are wave motions in oceans occurring
over a wide range of frequencies. IG waves lie in between of a higher frequency band (forced by wind) and
lower frequency band (forced by storms and celestial bodies). Unlike these other bands, they are primarily

generated by nonlinear interactions in the nearshore regions, although many different deep water generation
mechanisms also exist.
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Abstract. The challenge of modelling flows in micro/nano flow domains arises due to viola-
tion of the continuum hypothesis. In order to determine whether the continuum hypothesis
holds, a dimensionless number called the Knudsen number is introduced. It represents the
ratio between the molecular mean free path length and the characteristic length Kn = λ

h .
In this study, we will analyse the gas flow in the slip (0.001 < Kn < 0.1) and transition
(0.1 < Kn < 10) regimes. Generally, these problems can be solved both analytically and
numerically; however, analytical solutions are available for a very limited number of prob-
lems with special geometries. Our aim here is to compare the analytical results obtained
by treating this problem as one-dimensional (1D) [2] with the numerical results obtained
by the commercial CFD code Ansys Fluent.

x

y

pi poh(x)

l

hi ho

Figure 1: Flow domain

The problem analysed here is the compressible isothermal subsonic flow between two plates
that form microchannels with constant, converging, or diverging cross sections (Figure 1).
The variables in the inlet and outlet cross sections are denoted by the subscripts i and o,
respectfully. The convergence or divergence of the plates is specified by dimensionless inlet
height, defined as h̃i = hi/ho, where h̃i > 1 corresponds to convergent plates, while h̃i < 1
to divergent plates. In the numerical procedure, we take the following steps. We start by
specifying the ratio of the pressures at the inlet and outlet (Π = pi/po), and set the outlet
pressure so that the required outlet Knudsen number (Kno) is achieved. Then, since the flow
is isothermal, both wall temperatures, as well as the temperatures at the inlet and outlet,
are set to a constant value. Additionally, a pressure-based solver is used, with the energy
equation turned off, which is required to simulate an isothermal flow condition. Since we
are simulating flows in the slip and transition flow regimes, we select the slip boundary
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conditions at the walls, which are already implemented in Fluent [3]. The momentum and
energy accommodation coefficients were set to unity. The mesh with 120× 600 elements
was selected due to results obtained by mesh independence test.

In Figure 2 pressure and Mach number distributions are presented along the channel with
parallel, convergent, and divergent plates in the slip (Kno = 0.1) and transition (Kno = 1)
flow regimes for monatomic gas (Argon). In all results the outlet cross section height
ho and the microchannel length l are the same for all geometries, where the length l is
specified by the small parameter ε = ho/l. The pressure distributions for both flow regimes
(Figures 2(a),2(c)) have almost perfect correspondence with 1D solutions [2]. However, there
are slight discrepancies in the Mach number distributions between the numerical and 1D
analytical results (Figures 2(b),2(d)), which can be attributed to the presence of a crosswise
velocity component in numerical simulation. Nevertheless, despite the simplifications in the
1D theoretical analysis, it still provides accurate predictions.
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Figure 2: Pressure and Mach number distributions in slip and transition flow regimes for
parallel, convergent, and divergent plates

Keywords: rarefied flow, compressible, isothermal, subsonic, numerical simulation
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Abstract:

Simulation of concrete structures behavior is very popular in engineering design, as the
concrete is the most used the material in the world. The possibilities are related to the
development of Finite Element Method (FEM) based software and the possibility to implement
advanced constitutive models or computational mechanics methods which can provide satisfying
results. The most popular concrete constitutive model available in many FEM software is
Concrete Damage Plasticity (CDP) model which takes into account both tension and compression
response, as well as damage field which can be considered as the level of stiffness decrease in the
material. Another approach is a Phase-Field Damage Model (PFDM) which found application in
recent years in modeling response of various materials exposed to extreme loading conditions. In
this paper, the Drucker-Prager constitutive model is enhanced to compute a strain energy which
produces damage in material under the certain conditions. The damage is considered as the
additional degree of freedom in 3D solid element, where the threshold value of a critical total
strain energy is declared as the limit quantity. The functionality of the proposed approach is
considered by comparison of experimental and simulation results for uniaxial compression test.

Keywords: phase-field damage model, Drucker-Prager, concrete, uniaxial compression
experiment

1. Introduction

Concrete structures are highly favored in civil engineering structural design due to the
respectable strength and reliability. A modeling of the concrete structures behavior can offer the
essential information necessary in a design procedure. The available EC standards as well as
national standards offer the relations and limits based on concrete characteristics and mechanics
laws, but complex structures often need specific loading and boundary conditions which are not
covered by the standards. As a complementary solution, various software tools, usually based on
Finite Element Method, are developed by researchers and engineers which can solve such
problems. The specific behavior of concrete structures can be taken into account by implementing
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the appropriate constitutive model such as Concrete Damage Plasticity (CDP) model [1, 2]. This
model includes both, tension and compression response, as well as a damage computation as local
internal variable related to the plastic strain field. However, this model has some disadvantages
such as mesh and step size sensitivity, large number of material parameters, and problems with
local damage jump which can cause losing of convergence stability.

One alternative which can be considered is a Phase-Field Damage Model (PFDM) [3, 4],
which is cutting-edge technique implemented in various FEM software, but it is still under the
investigation and the improvements are constant in recent years. The most popular application of
PFDM is for brittle and ductile modeling of fracture in metals [5-7], especially steel and
aluminum, but also it is used for modeling of high and low cyclic fatigue in other materials such
as Shape Memory Alloys [8]. Also, it is successfully used for application to the concrete
structures by implementation into the Drucker-Prager (DP) constitutive model [9].

In this paper, the theory and implementation of PFDM into the Drucker-Prager model is
given as it is done in the PAK-DAM software. The standard degradation function for brittle
fracture is used, along with linear hardening of yield function in DP model. The standard cube
specimens are experimentally investigated and the obtained force-displacement response is
compared to the simulation results for the uniaxial compression test and the identified material
parameters.

2. Phase-field damage model for Drucker-Prager model

2.1 Phase-field damage model based on critical total strain

In concrete, after the initial yield stress is achieved, a plastic strain can be observed as well as
decrease of strength which is described by damage variable. The stress-strain response change the
trend and nonlinear relationship can be observed. The PFDM considers the damage as additional

degree of freedom, where the damage variable range is defined as  0,1d  . If 0d  , the
material can be considered as intact, while opposite limit when 1d   means totally destroyed
material without any stiffness. This theory is based on a Griffith’s theory [10]. Francfort and
Marigo [11] proposed a regularized approach which minimize energy functional based on
equilibrium of the surface and the bulk strain energy. For this purpose, a regularized crack
functional valid for multi-dimensional problems is [12]:

   ,l l
V

G d d d dV 
. (1)

The crack surface density function per unit volume is defined as:

 22 21
2l c

c

d l d
l

   
, (2)

where cl  is the characteristic length and   is the gradient operator. A total strain energy consists
of the elastic-plastic part and a fracture contribution [12, 13]:

int ep f    . (3)

The elastic-plastic strain energy is defined in relationship to the constitutive relations of the
material, while the fracture part comes from the phase-field. The elastic-plastic strain is:

  2
ep 0

1 1:
2 2e p pg d H       

 
σ ε

 , (4)
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where   21g d d   is the degradation function, σ  is the stress tensor, eε  is the elastic strain

tensor, 0  is the initial yield stress, p  is the equivalent plastic strain, and H  is the linear
hardening parameter. In the concrete structures, the damage does not occur immediately after the
loading starts, so a threshold should be determined. This is straightforward from the work-density
criterion defined by Miehe et al. [13], if the fracture surface energy density is:

2
2

2
c

f v
lG d d

 
   

  . (5)

In the previous equation, a specific fracture energy per unit volume is defined as /v c cG G l

[6]. After the appropriate derivation of previous equations, the final term for the fracture strain
energy density is:

  1
2

v
f v c l

G g d G l   
 .

(6)

Finally, the total internal potential energy can be calculated as:

 int ep f
V V

P dV dV     
 . (7)

Equilibrium of variation of the total internal potential energy P  and the external potential
energy:

ext
V A

W dV dA     b u h u
 , (8)

where b  is a body force per unit volume V , h  is a boundary traction per unit area A  , and u  is
a displacement vector. Applying the appropriate math transformation, the equilibrium equation
and the phase-field damage evolution law are [3, 6, 14]:

 
 2 2

max

0

' 0v c

Div

G d l d g d 

 

     

σ b

 , (9)

where  max ep 2vg d G   .

2.2 Drucker-Prager constitutive model

The concrete behavior can be described by Drucker-Prager constitutive model with non-
associative yield criterion. It can take into account both tensile and compression loading
conditions. The yield condition is defined as [9]:

1 2p D pf I J k   (10)

where the hardening is described by linear rule: 0p pk H    , p  is the material
parameter, 1I  is the first invariant and 2DJ  is the second invariant of deviatoric stress. The plastic
potential is described by function:
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1 2n D pg I J k    . (11)

where n  is the additional material parameter. The plastic strain increment is then:

p p DP p
g  

  


ε n
σ  , (12)

where p  is the plastic multiplier and the equivalent plastic strain increment is:

p p p
p

g
k

  
   

 . (13)

3. Comparison of experimental and numerical uniaxial compression test

The experimental investigation of concrete specimens is realized by compression testing
machine – MATEST ServoPlus Research + ServoStrain 2000kN. The standard [15] 150 mm cube
specimens are tested. The loading is controlled by the displacement rate of 1mm/min. The
maximum recorded compression strength is 49.975 MPa. The stress-strain response is recorded
by the piston stroke and the force measured by the compression testing machine. The
compression testing machine and the specimen are shown in Fig. 1.

Fig. 1. Experimental investigation of concrete specimen in compression testing machine

The simulation of the uniaxial compression test is modelled by one element example. One 3D
element of size 150 x 150 x 150 mm, is constrained at one side, while the opposite side is loaded
by prescribed displacements. The material parameters are fitted to achieve the stress-strain
response of the experimental investigation. Only material parameters for the compression loading
conditions are given in Table 1.

Yield stress
0[MPa]

Young modulus
E [MPa]

Poisson’s ratio
[-]

Mat. parameter
,p n

49.975 9258 0.192 0.0

Table 1. Material parameters necessary for the simulation in PAK-DAM 
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Fig. 2. Stress-strain response for the uniaxial compression test of standard cube specimen: experiment
vs. simulation results

As it can be noticed from Fig. 2, the experimental stress-strain curve exhibits a non-linear
behavior due to the several reasons, but the most important is the measurement of the strain by
the piston displacement recorded by the compression machine. Such measurement of the strain
includes the deformation of the entire testing machine, the elastic deflection of the compression
plates, and the specimen slipping between the compression plates. Other reasons could be
heterogeneous strain distribution in the specimen and effect of friction between the compression
plates and the specimen. Also, this can cause reduced value of the Young modulus in comparison
to the expected values. However, this paper does not tend to precisely capture the characteristics
of the specific specimen, but the idea is to show the possibility to reproduce the behavior by the
proposed simulation technique.

In this scope, the comparison of the experimental and the simulation results is given in Fig. 2.
It can be observed that the experimental and the simulation curve are parallel in the elastic stage
of loading, and when the plastic strain occurs, the linear hardening explained in Drucker-Prager
constitutive model captured the response. The maximal strength of the specimen is achieved at
the same strain level. After that point, the damage of the material occurs and the stress decreases
according to the chosen degradation function.

4. Conclusions

The simulation of the concrete structures behavior is one of the most popular topics among
the FEM software developers but also engineers and researchers. Specially, prediction of damage
evolution in civil engineering concrete structures is essential for safety what increase the interest
in this field at the highest level. Beside the classical concrete constitutive models which considers
the damage as internal variable, the PFDM offers the possibility to predict the damage evolution
as additional degree of freedom in various materials. The Drucker-Prager constitutive model can
be modified and enhanced by PFDM to capture the response of the concrete structures in both
tension and compression state of stress. For this purpose, DP model is implemented into the
PAK-DAM software and the simulation response for the uniaxial compression loading is
compared to the experimental investigation of standard specimen. The recorded results show very
good functionality of the proposed implementation what is very promising for the further
application in real engineering problems.
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Abstract:

This paper deals with the 3D analysis of free-edge stresses in laminated composite plates
using Reddy’s full-layerwise-theory-based finite element model (FLWT-FEM). The theory
assumes a piece-wise linear variation of all displacement components and quadratic variation of
interlaminar stresses within each layer. The free-edge effects are related to singular stress states at
the interfaces between dissimilar layers along the free edges of the laminar composite. Stress
concentrations at free edges can further lead to delamination and the significant drop in stiffness,
with failure occurring at lower loads than expected.

Starting from the strong formulation of the FLWT, a family of layered finite elements has
been derived and implemented in original object-oriented MATLAB code. Free-edge stress field
under axial strain has been analyzed. A validation example of cross-ply composite has been
presented, and the results are compared against the existing analytical solutions and those
obtained using the commercial software. The accuracy of the model is verified, and the
possibilities for the further improvement and applications are provided.

Key words: free-edge stresses, full layerwise theory, laminate, composite, plate.

1. Introduction

Because of their exceptional strength, stiffness and corrosion resistance, laminar composites
have found an extensive application in construction of mechanical, aerospace, marine and
automotive structures, typically demanding high reliability levels. When subjected to tension,
they may fail through various scenarios, such as fiber breakage and pull out, matrix yielding and
cracking, among others. Their ultimate strength and failure mechanisms depend on geometrical
factors and material properties; therefore, a detailed study of their failure behavior is a crucial
step towards the safe and reliable design of multilayer composite structures [1].

Several unique phenomena arising from the heterogeneous constitution of laminar composites
motivated the researchers to derive complex computational models. For example, in localized
regions where damage initiation is likely, refined plate theories are recommended, since the
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assessment of localized regions for potential damage initiation begins with the accurate
determination of the 3D stress state at the ply level. The extensive review of refined laminate
theories can be found in [2, 3], among others.

The displacement-based partial layerwise theories neglect the transverse normal stress σz
(since the deflection is constant through the plate thickness). However, the incorporation of σz is
important in modeling the localized effects, thus a full-layerwise theory should be considered [4].
In contrast to the equivalent-single-layer theories (ESL), the layerwise theories allow for the
possibility of continuous transverse stresses at layer interfaces.

Different Poisson's ratios, elastic and shear moduli and thermal expansion coefficients cause
different deformation of the adjacent layers in laminar composite. Since the layers cannot move
independently, normal and shear stress concentrations occur to satisfy the conditions of
displacement compatibility. These concentrations are pronounced at the free edges of a laminar
composite, which can further lead to delamination, and consequently reduce the stiffness [5, 6].
This may cause a failure at loads significantly below the expected limit level.

In thin plates, the stress concentrations are more pronounced than in thick plates, since in
thick plates there exists a certain interaction of internal fibers with edge ones, with a spreading of
stresses over a larger surface area. The stress concentrations decrease with distance from the free
edges of the plate, gradually diminishing to negligible values. Their magnitude is also a function
of layer orientation, layer thickness, boundary conditions, and loading type, as well. Under axial
strain, the stress concentrations at the free edges are generally lower when compared to laminar
composites in bending or torsion [7, 8].

Various numerical and approximate analytical solutions have been derived so far to
accurately identify and evaluate interlaminar stresses associated with the free-edge effect. A
comprehensive review of different approaches for free-edge stress analysis can be found in [9,
10]. The earliest work on this topic was by Pipes and Pagano [11]. They formulated the problem
of free edge effects in a symmetrically balanced laminar composite under uniform axial stress as a
quasi-3D problem, and used the finite difference method to solve the equilibrium equations. A
number of numerical solutions has been derived, as well, such as FEM-based solution proposed
by Li et al. [12], that takes into account the 3D stress state at the free edges.

Exact analytical solutions for free-edge stress singularities are typically limited to simplified
layups and loadings, becoming nontrivial for complex geometries and boundary conditions [13,
14]. Becker [15] proposed closed-form solutions using higher-order plate theory for free-edge
stresses in cross-ply laminates. However, since ESL theories fail to accurately predict the out-of-
plane stresses near free edges, Nosier and Bahrami [16] and Nosier and Maleki [17] applied
improved first-order shear deformation theory (FSDT) and layerwise theory (LWT) to study free-
edge effects in angle-ply and general laminates, incorporating reduced constitutive relations and
traction-free boundary conditions. Tahani and Nosier [7] also used Reddy's full LWT to analyze
stresses in symmetric and asymmetric laminates under uniform axial strain. FLWT was found to
provide improved solutions for interlaminar stresses and stress singularities [18-21].

In the paper, the FLWT-based finite element model [4, 18] is used for the free-edge stress
field assessment of the laminar composite under axial strain. The computational model is
implemented within the MATLAB environment [22], while the GUI is developed using GiD [23,
24]. The results are compared against the existing analytical solutions and those obtained using
the commercial software Abaqus CAE [25]. The accuracy of the model is verified, and the
possibilities for the further improvement and applications are provided.

2. Formulation of the full-layerwise theory

In the paper, we consider laminated composite plate made of n orthotropic layers. The plate
thickness is denoted as h (see Figure 1), while the thickness of the kth lamina is denoted as hk. The
plate is supported along the portion Гu of the boundary Г and loaded with loadings qt(x,y) and
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qb(x,y) acting to either top or the bottom surface of the plate (St or Sb).
Piece-wise linear variation of all three displacement components is imposed, leading to the 3-

D stress description of all material layers. The displacement field (u, v, w) of an arbitrary point
(x,y,z) of the laminate is given as:

1 1 1
( , ) ( ), ( , ) ( ), ( , ) ( )

N N N
I I I I I I

I I I
u U x y z v V x y z w W x y z

  

       
, (1)

where UI(x,y), VI(x,y) and WI(x,y) are the displacement components in the Ith numerical layer
of the laminate in directions x, y and z, respectively, N is the number of interfaces between the
layers including St and Sb, while ФI(z) are selected to be linear layerwise continuous functions of
the z-coordinate (see [4], [26] for details).

Fig. 1. Laminated composite plate with n material layers

The linear strain field associated with the previously shown displacement field can be derived
in a straightforward manner [4]. It serves as the basis for the derivation of 3N governing
differential equations which define the strong form of the FLWT. To reduce the 3D model to a
2D one, the z-coordinate is eliminated by the explicit integration of stress components multiplied
with the corresponding functions ФI(z), introducing the appropriate stress resultants (see [4]).

The stresses in the kth layer may be computed from the lamina 3-D constitutive equations:

   ( )( ) ( )kk T k T
ijx y z yz xz xy x y z yz xz xyC                       (2)

where ijC (k) are the transformed elastic coefficients in the (x,y,z) coordinates in the kth layer,
which are related to the elastic coefficients matrix in the material (1,2,3) coordinates C(k) through
the transformation matrix T(k). All mentioned matrices can be found in [4]. The constitutive
relations of the laminate can be derived in a usual manner by integrating the lamina constitutive
equations through the thickness of the plate. The system of 3N Euler-Lagrange governing
equations of motion for the FLWT are derived using the principle of virtual displacements, by
satisfying the equilibrium of the virtual strain energy δU and the work done by the applied forces
δV [24]. The primary variables of the problem are displacement components UI, VI and WI.

3. Applied finite element models

3.1. Full-layerwise-theory-based model

Based on the FLWT formulation, the weak form is derived by substituting an assumed
interpolation of the displacement field (1) into the equations of motion of the FLWT. The layered
finite elements require only C0 continuity of generalized displacements along element boundaries,
because only translational displacement components are adopted as the nodal degrees of freedom.
The formulation of the family of the 2D layered (plate) finite elements allows for the 2D type data
structure similar to the FE models of the ESL theories, which provide a number of advantages
against the conventional 3D models [26].
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All displacement components are interpolated using the same level of interpolation:

1 1 1
( , ) ( , ), ( , ) ( , ), ( , ) ( , )

m m m
I I I I I I

j j j j j j
j j j

U x y U x y V x y V x y W x y W x y  
  

    
      (3)

where m is the number of nodes per 2D element, , ,I I I
j j jU V W are the nodal values of

displacements UI, VI and WI, respectively, in the jth node of the 2-D element (representing the
behaviour of the laminated composite plate in the Ith numerical interface), while ψj(x,y) are the 2D
Lagrangian interpolation polynomials associated with the jth element node. The strain field is
interpolated in the usual manner, by incorporating (3) in the kinematic relations of the FLWT.

In the paper, quadratic serendipity layered quadrilateral elements with reduced integration
(FLWT Q8R), have been used (Figure 2a). After the derivation of the characteristic element
matrices, the assembly procedure is done in a usual manner.

The assumed piecewise linear interpolation of displacement field through the laminate
thickness provides discontinuous stresses across the interface between adjacent layers. Once the
nodal displacements are obtained, the stresses can be computed from the constitutive relations.
Since the interlaminar stresses calculated in this way does not satisfy continuous distribution
through the laminate thickness, they are re-computed by assuming the quadratic distribution
within each layer for every stress component, separately:

  2 , 0 , 1,2,..., , , or .k k k k k k
xz yz z s s s ka z b z c z h k N s xz yz z         

   (4)

The entire procedure is presented in detail in [27].

3.2. 3D models in Abaqus CAE

For model validation, two finite element types in Abaqus CAE have been used. The C3D8R
element is a general-purpose linear brick element (8-noded), with reduced integration (1
integration point, in the middle of the element). This is a rotation-free element with three
generalized displacements (translations) in every node (Figure 2b). In addition, the C3D10
element (Figure 2c) is a general-purpose quadratic tetrahedral rotation-free element (4 integration
points). Three generalized displacements (translations) are defined in every node [28].

Fig. 2. (a) Serendipity FLWT-based Q8R layered finite element with marked reduced integration points;
(b) C3D8R solid element in Abaqus CAE [28] (c) C3D10 finite element in Abaqus CAE [28]

4. Model validation

For model validation, two 4-layers rectangular laminated composite plates, with dimensions
a×2b, have been analyzed. Plate length is а = 10h, width is b = 2h, while layer thickness is hk =
h/4, where h is the total plate thickness. Each layer is a unidirectional reinforced composite made
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of material with the following properties in material coordinates: Е1 = 137.9 GPa, E2 = E3 = 14.48
GPa, G12 = G13 = G23 = 5.86 GPa, while ν12 = ν13 = ν23 = 0.21.

Two cross-ply stacking sequences have been considered: [0⁰/90⁰]s and [90⁰/0⁰]s.
All plate edges are free. The axial strain (tension) has been applied by applying the uniform

displacement Ū in the x-direction along the plate edges: u(a) = Ū and u(0) = -Ū (see Figure 3).

Fig. 3. Considered laminated composite plate (a) with two different stacking sequences (b)

For the through-the-thickness interpolation, three sub-laminate discretizations have been
considered, including P=1, P=2 or P=4 sublayers through each material layer, respectively. This
leads to the total of 4, 8 or 16 sublayers through the entire plate thickness. For the in-plane
discretization, two mesh densities have been considered, including element sizes of h/4 (Mesh 1)
and h/8 (Mesh 2). Due to the symmetry, only 1/8 of the plate has been modelled (a/2×b/2×h/2).

Fig. 4. Dimensionless interlaminar shear stress (τyz / ε0)×10-6 [kPa] distribution along the 0⁰/90⁰ interface (z
= hk) of the [0⁰/90⁰]s laminate under uniform axial strain, considering different mesh densities, z-

refinements and different computational models

Fig. 5. Dimensionless interlaminar shear stress (τyz / ε0)×10-6 [kPa] distribution along the 90⁰/0⁰ interface (z
= hk) of the [90⁰/0⁰]s laminate under uniform axial strain, considering different mesh densities, z-

refinements and different computational models
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The obtained results are compared against those obtained using the C3D8R and C3D10 finite
elements in Abaqus CAE (Mesh 2, P=1), as well as against the analytical solution of the LWT,
for the interlaminar stresses near the free edges [7].

Figure 4 shows the through-the-width distribution of the interlaminar shear stress yz along
the 0⁰/90⁰ interface (z=hk) of the [0⁰/90⁰]s laminate under uniform axial strain. FLWT-based finite
elements are capable to accurately predict the yz distribution, characterized with the increase of
yz towards the free edge and sudden drop at the free edge (Y = b). Both the in-plane and z-
refinements resulted in the convergence of results to the analytical solution (black line). Finer in-
plane mesh (blue lines) better predicts both the position and the value of the maximum
interlaminar shear stress yz when compared with the coarse mesh (red lines). Increasing the
number of sublayers per lamina may improve the results, but yz will never reach zero at the free
edge, contrary to theoretical expectations, as indicated in [7].

When considering the solid-like finite element models in Abaqus CAE, C3D10 elements
showed better accuracy against the C3D8R in predicting both the position and the value of the
maximum interlaminar shear stress yz (green lines).

Similar conclusions are derived for the interlaminar shear stressyz distribution along the
90⁰/0⁰ interface of the [90⁰/0⁰]s laminate under uniform axial strain, illustrated in Figure 5.

Fig. 6. Dimensionless interlaminar normal stress (σz / ε0)×10-6 [kPa] distribution along the 0⁰/90⁰ interface (z
= hk) of the [0⁰/90⁰]s laminate under uniform axial strain, considering different mesh densities, z-

refinements and different computational models

Fig. 7. Dimensionless interlaminar normal stress (σz / ε0)×10-6 [kPa] distribution along the 90⁰/0⁰ interface (z
= hk) of the [90⁰/0⁰]s laminate under uniform axial strain, considering different mesh densities, z-

refinements and different computational models

Figures 6 and 7 show the through-the-width distribution of the interlaminar normal stress z
along the z=hk interfaces of the [0⁰/90⁰]s and [90⁰/0⁰]s laminates under uniform axial strain,
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respectively. Two different mesh densities of FLWT-based Q8R finite elements have been
considered in combination with 3 different z-refinements. The numerical solutions showed good
agreement against the analytical solution, except for the [90⁰/0⁰]s laminate, when only 1 sublayer
is used for the z-refinement (see Figure 7).

Interlaminar normal stress z reaches the maximum value along the free edge. For the
[0⁰/90⁰]s  laminate, mesh refinement leads to the increase of the z along the free edge.

When considering the solid-like finite element models in Abaqus CAE, C3D10 elements
showed better accuracy against the C3D8R in predicting both the position and the value of the
maximum interlaminar normal stress z.

5. Conclusions

Reddy’s full-layerwise-theory-based finite element model (FLWT-FEM), previously
implemented within the original object-oriented MATLAB code in conjunction with GiD, has
been applied for the prediction of the 3D stress field in laminated composite plate. The focus of
the analysis was related to the free-edge effects, i.e. interlaminar shear and normal stress
distribution through the laminate width, under uniaxial extension.

A considered validation example of a cross-ply composite plate showed that the FLWT-based
finite elements are capable to accurately predict both the τyz and σz distributions, when compared
against the analytical solution of the FLWT. Both the in-plane and z- refinements resulted in the
convergence of results to the analytical solution. However, similar to all FEM-based models, the
FLWT-FEM has the limitations associated with deriving the zero-shear stress at the free edge.

When considering the solid finite elements in Abaqus CAE, C3D10 elements showed better
accuracy against the C3D8R in predicting both the position and the value of the max interlaminar
shear stress τyz and max interlaminar normal stress σz.

The scope for further analysis of free-edge effects is large, including the cases where the
analytical solution does not exist: derivation of 3D stress fields under bending or torsional loads;
considering more complex (i.e. arbitrary) plate geometries, among others.
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Abstract:

The present study proposes an approximate model focused on a simplified estimate of depth
of penetration of rigid projectiles into quasibrittle solids. Penetration at normal incidence of a
slender, rigid rod into massive targets, made of materials predisposed to microcracking due to
their inferior tensile strength and heterogeneous structure, is an event characterized by a high
level of aleatory variability and epistemic uncertainty. This inherent stochasticity is incorporated
into a model developed based on particle dynamics simulations that provide the key modeling
ingredient – an estimate of the radial traction necessary to dynamically expand a cylindrical
cavity. The penetration depth expressions are derived for the conical and ogive nose projectiles.
The related theoretical considerations for spherical nose projectiles are developed to the point
where using the cylindrical cavity approximation becomes debatable. The novel use of the power-
law radial traction dependence upon the expansion rate yields equations of penetration resistance
and penetration depth defined in terms of hypergeometric functions. These expressions are readily
evaluated by modern tools for technical computing.

Key words: penetration depth, rigid projectile, quasibrittle materials, cylindrical cavity expansion

1. Introduction

Objectives of the studies of projectile penetration into geological targets are often limited to
prediction and measurement of the penetration depth or deceleration history. Analytical modeling
of the high-velocity projectile penetration through massive targets made of quasibrittle (damage
tolerant) materials is plagued with inherent complexities coupled with a dearth of detailed
experimental insight into salient physical mechanisms. A typical penetration is a catastrophic
event (Fig. 1), characterized by large deformations at high strain rates, encompassing inertia
effects, stress- and failure-wave propagation, mass transport and phase transitions; all taking
place within a few micro-seconds. In the vicinity of the emerging tunnel, the target material is
inundated by microcracks (and, given enough energy, ultimately pulverized and perhaps melted
in the thin contact layer). The shattered material is transported away from the projectile path and
the fragment cloud energetically ejected from the crater. The process is stochastic and, for all
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practical purposes, adiabatic. A penetration model must recognize these conspicuous features of
the phenomena and incorporate their effects.

The solution technique used in this study belongs to the category of theoretical models that
approximate the target response by cavity-expansion methods [1-3]. This approach is pioneered
by Hopkins [3] and then employed by numerous authors to develop penetration models (e.g., [4-
7]). The cavity expansion theories are constantly improved and adjusted to new target materials
[8-10]. The present approach is unique to the extent that it uses particle dynamics simulations of
the cylindrical cavity expansion (CCE) to model the functional dependence of the radial traction
on the expansion rate. The approach originated by Mastilovic and Krajcinovic [11, 12] is
extended in terms of both computational and analytical effort [13]. The details of the disordered,
nonlinear particle dynamics model are only succinctly revisited here based on original articles
[11, 13]. The material system is built by material points (“continuum” particles) that mimic basic
texture cells on the mesoscale (a grain or an aggregate of a discontinuous and heterogeneous
material system). Their mutual links capture the bonding effects of corresponding cementitious
matrices. In the pristine state, each bulk particle is linked to its six nearest neighbors by
“chemical” bonds nonlinear in compression and linear in tension. The crucial model feature in the
context of the CCE simulation, which enables realistic capturing of to the low-energy micro-
cracking and the concomitant flow of the shattered material, is the introduction of a “mechanical”
compressive interaction between the particles (not chemically bonded initially) brought together
by the mass transport accompanying the CCE. The approximation of the quasibrittle material by
such system of particles was selected for a number of reasons. First, the random microstructure of
the subject materials, characterized by morphological and structural disorder, is straightforwardly
introduced. Second, the selection of the phenomenological load-transfer rules capturing the
salient physical mechanisms can be, in principle, inferred from the molecular models (bottom-up
approach). Finally, there is no need to develop ingenious, time-consuming computational
techniques to track the material interfaces.

Fig. 1. A sectional view of a Salem limestone target penetrated by a 4340 steel projectile (adopted from
[11]).

2. General expressions for the penetration resistance force

A slender rigid projectile (with conical, spherical or ogive nose (Fig. 2)) hits the target at
normal incidence with the striking velocity vs and continues to penetrate it with an ever-
decreasing velocity vz. For a rigid projectile, motion history and penetration depth can be
calculated if the penetration resistance force is known. The derivation of this force is based herein
on the target approximation by a stack of thin, independent layers of material perpendicular to the
penetration direction (emphasized by the gray-shaded areas in Fig. 2), which facilitates the use of
the CCE theory.

2.1 Penetration resistance for the conical-nose projectile
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The conical nose with the cone angle 2ϕ (Fig. 2a) corresponds to the constant velocity CCE

tanvv
dz
drvv zrzr 

, (1)

Eq. (1) reflects the constancy of the cone half-angle of the nose (Fig. 2a) that results in the
constant radial velocity and, consequently, the constant radial traction σr along the generatrix.
This simplifies the following analysis, which is the reason why the conical nose is addressed the
first.

In the oncoming penetration-resistance derivation, the CCE approximation implies

 tan)dzr(tandFdF
dz
drdFdF rrzrz 2

(2)

where Fz is the penetration resistance force and Fr the radial force necessary for the CCE in an
infinite material with the radial velocity vr.

The frictional resistance is traditionally added to Eq. (2), if deemed necessary, by assuming
that Coulomb friction formula σt = μ σr is applicable. Therefore,

   cos2tan)2( drdzrdF rrz  (3)

In the first term of Eq. (3), the radial stress acting on the elementary surface dAr = 2π r dz
(0 ≤ z ≤ l = a / tan ϕ) corresponds to the elementary force necessary for the CCE and thus enables
the projectile penetration. In the second (superposed) term, the frictional force arises from the
frictional traction (σt = μ σr) acting on the elementary surface of the projectile nose dA = 2π r dξ
(0 ≤ ξ ≤ l = a / sin ϕ). Obviously, since ϕ = const., the elementary integration yields

   zrz vtanaF   12
(4)

In general, the radial traction σr (vz) necessary for the CCE is obtained from a one-
dimensional, symmetric analysis (e.g., [5, 9]). A novel approach used in this study (following in
the footsteps of [11, 13]) relies on the CCE particle dynamics simulations to provide guidance to
σr (vr) modeling.

Fig. 2. Three different projectile-nose geometries: (a) conical, (b) spherical, (c) ogive, and corresponding
parameters. Note the axial symmetry of the problem and the CCE approximation (vr, Fr) with exception of
(b) which emphasizes the spherical cavity expansion parameters (vn, Fn).

2.2 Penetration resistance for the spherical-nose projectile

The derivation of the penetration resistance for the spherical nose is presented herein only 
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briefly for the sake of completeness. The penetration of rigid, spherical-nose projectile cannot be
realistically approximated by the CCE. The alternative, spherical cavity expansion leans naturally
to this problem as indicated by the brief overview that follows.

The geometry of the spherical nose is defined by

   sinarararcsin  (5)

The elementary penetration resistance force (augmented by the friction contribution) is:

 sincos tnz dFdFdF  (6)

as illustrated by Fig. 2b. Since the use of the spherical cavity expansion model is envisioned, the
elementary surface corresponding to tractions is the same, dA = 2π r a dθ = 2π a2 sinθ dθ. Thus,

 dadF tnz sin)sincos(2 2  (7)

which finally leads to the penetration resistance force

   dvaF znz ,)sin22(sin 22  (8)

As previously noted, the expression for the normal traction at the spherical nose is obtained
from the spherical cavity expansion which is beyond the scope of the present article.

2.3 Penetration resistance for the ogive nose

The ogive nose geometry is defined by the caliber radius head

   412 2alas  (9)

where l is the projectile nose length, and a is the shank radius (Fig. 2c).
Within the CCE approximation, the target is idealized as a stack of thin independent layers of

material, normal to the penetration direction. In every layer, in-plane cavity growth is taking place
while the ogive nose of the projectile is perforating by passing through. The penetration resistance
is, consequently, defined by the radial force necessary to dynamically open the cylindrical cavity.
The equality of elementary works needed to perform those tasks provides Eq. (10)1. The
penetration resistance force that takes into account the frictional resistance is given by Eq. (10)2

    sinsdr
dz
dr)dzr(dF

dz
drdFdF rrzrz 22 

(10)

From the ogive nose geometry, illustrated in Fig. 2c, it follows that

22

22

)(
)()(

zls
zl

dz
drzlssar




(11)

It is also convenient to introduce the following relationships:

    2142110  arccosarcsin (12)

Consequently, Eq. (10)2 could be expanded in the following form:
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and integrated
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Similarly to the Eq. (4) and Eq. (8) the evaluation of integrals in Eq. (14) requires an
analytical form of the traction at the rigid projectile nose, σr (vz, θ). Usually, the analytical form of
this traction is obtained from a one-dimensional, symmetric analysis of a cavity expansion
(spherical or cylindrical). As already mentioned, in the present study the analytical form of the
radial traction is deduced based on the results of CCE particle dynamics simulations.

3. CCE particle dynamics simulations: the radial traction dependence on the cavity
expansion velocity

The CCE particle dynamics simulations provide a functional dependence of the radial traction
on the cavity surface, σr, on the cavity expansion velocity, vr, that is shown in Fig. 3.

Fig. 3. Radial traction at the cavity surface vs. cavity expansion velocity (normalized by the bulk modulus
and dilatational velocity, respectively). Squares mark CCE particle dynamics simulation results. The lines
represent three analytical curves modeling data by the analytical approach presented later.

The set of simulation results shown in Fig. 3 represents a significant expansion [15]
compared to the original set [11], with additional expansion rates applied to a larger particle
dynamics model. The following observations can be made based on Fig. 3:

● Added simulations confirm the original observation of the practically linear Krr /  vs.
Cvv rr / dependence in the medium-to-high CCE range ( rv [0.0135, 0.20]) defined by the

slope (1 – υ) /(1 + υ) as illustrated in Fig. 3. (K, C and υ designate the bulk modulus, dilatational
velocity, and Poisson’s ratio, respectively.) The slope stems from the observed rule of thumb
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that relates the stagnation stress value (
lb
r ) with the radial stress at the elastic wave front at the

cavity edge (
F
r ) derived by Kromm [2]. In Eq. (15)2, E and ρ are the modulus of elasticity and

density, respectively, and the square-root term is the wave impedance (ρ·C) representing the ratio
of the particle velocity (which in this case corresponds to the cavity expansion velocity vr) and the
radial stress (

F
r ). Mastilovic and Krajcinovic [11] observed that

F
r captures with uncanny

accuracy the peak value of the radial traction for the quasibrittle materials explored so far (Fig. 4).

● The additional simulations indicate that the stationary radial tractions deviate from the one-
third rule of thumb (15) in the range of the highest expansion velocities (vr > 0.20·C).
Consequently, pronounced nonlinearity of the functional dependence  rr vf emerges, which
is reminiscent of the pressure–particle velocity curves observed in the shock physics. (This is not
just a coincidence because—within the present particle dynamics framework—σr and vr indeed
correspond to the internal pressure and the radial velocity of the particles located at the cavity
rim.)

Fig. 4. r time histories for four CCE velocities (vr /C): (a) 0.0135, (b) 0.135, (c) 0.33 and (d) 0.50. The
black circle on the ordinate designates the analytical solution of

F
r  [2]. The thick red line with arrows on

the right marks 3F
r  and approximates very well the stationary value of the radial traction in the medium-

to-high CCE velocity range [0.0135, 0.20], represented by Eq. (15). For the highest expansion velocities, vr
> 0.2·C, the stationary radial tractions deviate from the one-third rule of thumb and the functional
dependence σr = f(vr) exhibits pronounced nonlinearity. The time on abscissa scales with the relative
change of the cavity radius. (Note that four curves at the plot (b) demonstrate that the stationary values are
not sensitive to an order of magnitude change of the link rupture strain, εcr, of the particle dynamics model.)

It cannot be overstated that the functional dependence  rr vf , captured by Fig. 3, is the
key ingredient to the penetration resistance expressions (4) and (14) derived in the preceding
section. Mastilovic and Krajcinovic [11] overlooked the nonlinearity in the high velocity range
due to the narrower CCE velocity range explored. Thus, they analytically represented  rr vf

by two approximations: (i) the bilinear, and (ii) the second-order parabola. The former obviously
underestimates the radial traction for the high expansion velocities (vr > 0.20·C). The problem
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with the later (that is commonly used in modeling) is that it might overestimate radial tractions
for the larger expansion velocities if the characteristic slope in the medium-to-high expansion
velocity range is to be emphasized.

In the present study, the functional dependence  rr vf  is assumed in the following form

1,, 
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Based on the CCE particle dynamics results, the ansatz (16) should satisfy the four boundary
conditions:
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while the boundary condition (17)2 is satisfied automatically by Eq. (16). The non-dimensional
radial traction at the cavity surface for the static cavity expansion (18)1, is derived for the elastic-
cracked response in Appendix A of the accompanying article [14]. The derivation of parameters A
and γ (18) is available in reference [13]. In short, A and γ are obtained from requirement that the
radial traction curve (16) starts from the static value (17)1 at zero slope (17)2 and approaches from

above the lower bound (15) at the abscissa value of
 rv  (17)3 as illustrated in Fig. 5.

Fig. 5. Schematic representation of the radial traction at the cavity surface vs. the cavity expansion velocity.

Note that the particle dynamics simulation results [13] fix

rv  to 0.0143, which for the Salem limestone

used in the accompanying article [14] corresponds to 60 m/s. (It has been noted in [11] that the narrow

range of radial velocities centered on

rv  is characterized by balance of kinetic and potential energies.)

Table 1 presents an example of the parameter values found in Eqs. (16) and (17).
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α γ A
2 2 10.5
3 3/2 1.94
4 4/3 1.17
5 5/4 0.928
10 10/9 0.670

Table 1. Five sets of parameters based on the particle dynamics inputs υ = 0.25 and   00860.str  .
(Note that α is selected as the independent parameter. This role is interchangeable with γ.)

It is obvious from Fig. 3 that the larger values of the exponent γ better depict the
nonlinearities in the the smallest- and the highest-velocity range. On the other hand, the smaller γ
values naturally flatten the curve and tend to capture “quasi-linearity” in the medium-to-high
velocity region. It is also evident that a compromise between these two conflicting requirements
(the quasi-linearity in the medium-to-high, and the strong nonlinearity in the other two velocity
regions) is needed for ansatz (16) to work. Therefore, Fig. 3 suggests that a reasonable overall
agreement with the particle dynamics simulation results is achieved with exponent γ = 5/4 that
departs from the observed radial traction at rv = 0.5 (which is over 2000 m/s for most quasibrittle
materials of interest).

4. Calculations of the penetration resistance and the penetration depth based on the radial
traction obtained from CCE particle dynamics simulations

The analytical form of the penetration resistance  zz vfF   for the conical and the ogive
projectile nose geometries is obtained by substitution of the radial traction expression,
Eq. (16), into Eq. (4) and Eq. (14), respectively. (The spherical nose calculation is not performed
herein since the CCE is an inadequate approximation for that geometry, as already noted.)

4.1  The conical-nose calculations

 The conical nose is characterized by the constant radial tractions. Thus, upon the substitution
of Eq. (16) into Eq. (4), the following expression for the penetration resistance is obtained

 zccccz vF  (19)

where

     Kaccccccstrcccc   tan1,tan, 2  A .
Eq. (19) is then substituted into Newton’s second law of motion

 γzcccc
z

zpz
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p vβα
dz
vdvCmF
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(20)

The penetration depth expression
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is obtained by integration of Eq. (20)2. In Eq. (21), mp is the projectile mass, vs – the striking
velocity, and 2F1 (a, b; c; z) – the hypergeometric function [15].
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4.2  The ogive-nose calculations

The penetration resistance force acting on the ogive nose is defined by the integral expression
(14). Thus, upon the substitution of Eq. (16) into Eq. (14), and evaluation of the integrals, the
following expression for the penetration resistance is obtained [13]

 zcocoz vF 
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The expressions for parameters αco and βco may appear cumbersome but they are uniquely
determined by the material properties (K, υ, σf), the ogive nose geometry (a, ψ), and the friction
coefficient (μ) and can be readily evaluated by software packages such as Wolfram Mathematica.

The penetration resistance (22) is then substituted into Eq. (20) which eventually yields
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It is obvious from Eqs. (21) and (23) that the penetration depths for both conical and ogive
noses are proportional to the kinetic energy of the striking projectile.

5. Summary

The present study is dedicated to analysis of the penetration depth of a slender rigid projectile
into quasibrittle materials susceptible to microcracking (the damage-tolerant materials, primarily
rocks). Three typical geometries of the projectile nose are considered with emphasis on the
conical and ogive noses, which are better suited for the cylindrical cavity expansion
approximation employed in this investigation. Specifically, the functional dependence of the
radial traction at the cavity surface on the cavity expansion velocity is deduced based on particle
dynamics simulation results. These results suggest the mildly nonlinear dependence (

 rr v , γ >
1) composed of the nonlinear response in the range of extremely low (the quasistatic) and
extremely high cavity expansion velocities and only a weakly nonlinear (practically quasi-linear)
response in between. The described functional dependence is at the core of the proposed model.
This analytical form results in penetration depth expressions in terms of hypergeometric
functions. Accordingly, it could be argued that the simplicity of similar empirical formulas has
not been maintained, which certainly would not be convenient for engineering applications.
Nonetheless, as demonstrated in the accompanying article [14], the penetration depth expressions
developed herein are easily evaluated by software systems with built-in libraries developed for
modern technical computing (such as, as an example, Wolfram Mathematica). Last but not least,
the resulting penetration depths for two nose geometries are proportional to the kinetic energy of
the rigid projectile at the moment of impact.
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(Discussion of the underlying assumptions of the proposed model, from the point of view of
the impact on the accuracy of predictions, is left for the Conclusion of the accompanying article
[14].)
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Abstract:

A simple, approximate model aimed at estimating the penetration depth of slender rigid
projectiles into massive targets made of quasibrittle solids is proposed in the companion article
[1]. The key ingredient for that novel analytical approach—namely, the functional dependence of
the radial traction at the cavity surface on the radial velocity of the cavity expansion—is provided
by postprocessing of results of particle dynamics simulations. In this article, this model is
validated using experimental results on the depth of penetration of long (virtually rigid)
projectiles into Salem limestone targets. Salem limestone is a typical example of quasibrittle
materials with random, discontinuous and heterogeneous micro/meso structure, inherently
predisposed to microcracking, which is attributed to their inferior tensile strength. Such materials
are known for their pronounced scatter of experimental data. This inherent stochasticity is
explored in this paper through a comparative analysis of key model input parameters; primarily,
the indirect (uniaxial) tensile strength and the coefficient of friction.

Key words: penetration depth, quasibrittle, stochasticity, parameter sensitivity, Salem limestone

1. Introduction

Penetration resistance of geological materials (primarily rocks, but also composites such as
concrete and ceramics) is of great importance not only in defense applications but also in many
other branches of industry. The solution technique proposed in the accompanying article [1]
belongs to the category of models that approximate the target response by the theory of
cylindrical cavity expansion (CCE). The succinct historical review of the key references is
offered in [1, 2] together with specifics of the original contribution developed therein. Presently,
it is deemed sufficient to recall that the novelty of the proposed approach rests on the
approximation of a quasibrittle solid by an ensemble of “continuum” particles interacting via a
nonlinear potential, selected for a number of reasons elaborated on in the original articles. The
outcome of this strategy is the functional dependence of the radial traction at the cavity surface on
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the radial CCE velocity given in the power law form,
 rr v , where γ > 1 (see [1] for details).

The particle dynamics simulation results suggest that this functional dependence is comprised of
three distinctive regions: (i) the nonlinear in the extended quasistatic region, (ii) the weakly
nonlinear (“quasi-linear”) in the medium-to-high expansion velocity range (0.01 < vr / C < 0.25),
and (iii) increasingly nonlinear in the high velocity range. This relationship has been investigated
by many authors (e.g., [2, 4, 5]); the novelty of this approach is that the highly-brittle responses of
the materials susceptible to microcracking apparently favor smaller value of the exponent (γ < 2)
to capture realistically the projectile resistance and largely linear response in the medium-to-high
velocity range. Furthermore, the quasibrittle materials with random, discontinuous and
heterogeneous micro/meso structure, inherently predisposed to microcracking attributed to their
inferior tensile strength (such as rocks), are characterized by extremely large scatter of material
properties (e.g., Table 1). The effect of this far-reaching stochasticity is explored herein.

Finally, it has been recognized from the very onset of development of penetration theories [6]
that the friction coefficient has a large effect on the predictions of the rigid projectile motion upon
impact. More often than not, it is assumed, for the sake of simplicity, that the friction coefficient,
μ, is a velocity-independent constant (e.g., [7]). This assumption is investigated in the present
study.

2. Numerical examples for the penetration depth of the rigid ogive-nose projectiles

The penetration depth expression for the ogive nose projectiles
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is derived in the accompanying article [1]. In Eq. (1), mp stands for the projectile mass, vs – the
striking velocity, C – the dilatational velocity, 2F1 (a, b; c; f(z)) – the hypergeometric functions
(e.g., [8]), while the parameters are as follows
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The preceding penetration parameters, Eq. (2), are dependent upon:

● projectile information (mp – projectile mass, a – shank radius, ψ - caliber radius
head);

● material properties (K – bulk modulus, υ – Poisson ratio, σf – indirect tensile
strength);

● the sliding friction coefficient (μ);
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● the model parameter (α or γ).

2.1 A brief review of material properties for Salem limestone
As already mentioned, the physical and mechanical properties of quasibrittle materials are

known for their extremely pronounced data scatter. This aleatory variability is illustrated in Table
1, which summarizes the limestone properties. The presented data show that mechanical
properties of limestone can vary within an order of magnitude range, which is typical of brittle
materials in general and rocks in particular. This variability is indeed far-reaching for model
validation because researchers are unlikely to report all the inputs necessary for your model,
while compiling material properties from different sources is an iffy endeavor in itself. Estimating
ultimate tensile strength based on unconfined compressive strength introduces enough uncertainty
to make any additional "guessing" of questionable use and the corresponding calculation results
suspicious.

density, ρ [kg/m3] 1.79 - 2.92
porosity, η [%] 2.6 - 20
modulus of elasticity, E [GPa] 10.0 - 80.0
compressive strength, σc [MPa] 13.8 - 255
tensile strength, ultimate σf [MPa] 5.0 - 25.0
modulus of rupture, R [GPa] 0.00340 - 0.0359

Table 1. Variability of the selected limestone properties

The material properties of Salem limestone used in the present study (K = 26.5 MPa, υ = 0.23,
C = 4280 m/s, and σf = σc /7 = 9 MPa) are compiled from the penetration study by Frew at al. [9]
and the triaxial compression experiments by Green [10]. It should be noted that the indirect
uniaxial tensile strength σf is estimated herein based on the uniaxial compressive strength [10] out
of necessity. The σf choice has a direct impact on results (which is discussed later) and the need to
use this stochastic property, which is not an intrinsic material property and is known to be
difficult to objectively determine experimentally, is among drawbacks of the proposed model.
The uniaxial tensile strength of the quasibrittle materials is typically an order of magnitude
inferior to their uniaxial compressive strength. The Salem limestone experimental data rarely
even report σf and the available studies report values σc /5 , σc /7. The latter is assumed herein as
the more likely estimate but the effect of an even smaller tensile strength is explored henceforth.

Comparison of the penetration depth predictions obtained by the newly developed model
(Eqs. (1) and (2)) and the Salem limestone experimental data [9] is presented in Table 2 and
Fig. 1. The agreement between the experimental and computational results is less than 5% for the
base case (3rd column in Table 2), which is considered very good. Actually, based on Fig. 1, it
seems that the largest difference between results at a few striking velocities (notably, 939 m/s and
1098 m/s) is likely due to the experimental uncertainty rather than the predictions themselves.
Nevertheless, the calculation results appear sensitive to some stochastic input parameters, which
may cast a shadow on the model applicability if left unexplored.

2.2 Parametric sensitivity of calculation results

The sensitivity of the calculation results (the solid line in Fig. 1) to the choice of key model
input parameters is explored in the last three columns of Table 2. First, the value of the exponent

γ determines: (i) the “closeness” of the   rr v  curve to the linear, inclined lower bound, and
(ii) the degree of the nonlinearity in the high-velocity range (see Fig. 3 in the accompanying
article [1]).
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The selection of smaller value of the exponent, γ = 10/9, results in a less nonlinear  rr vf
and, consequently, a smaller penetration resistance for the higher striking velocities. Nonetheless,
a more pronounced difference between two curves appears (according to Fig. 3 in [1]) only at
high radial expansion velocities (vr > 0.4 C ≈ 1600-1700 m/s for Salem limestone), which is
beyond the velocity range used herein for validation and parametric sensitivity study.

Consequently, the comparison of the calculation results in the 3rd (corresponding to γ = 5/4)
and 4th (γ = 10/9) columns of Table 2, shows that the difference becomes more pronounced only
at the higher striking velocities (say, vs > 1000 m/s, although the projectile size and mass affect
this limit). Overall, the results are not too sensitive within the explored γ range. On the other
hand, the one-third reduction of the tensile strength—from σf = σc /7 ≈ 9 MPa (3rd column) to
σf = σc / 10 ≈ 6 MPa (6th)—results in 14% increase of the penetration depth on average (Table 2).
The difference in results is almost uniformly distributed over the entire explored velocity range
(with the exception of the highest velocity). Such σf effect seems acceptable bearing in mind the
overall uncertainty of the penetration depth estimate.

The model’s tendency to overestimate the depth of penetration is discussed in the Conclusion.
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[kg/m3] [m] [m] [m] [m] [m]
560 0.30 0.30 0.30 0.37 0.34
731 0.42 0.47 0.47 0.57 0.53
793 0.53 0.54 0.54 0.65 0.61
939 0.73 0.70 0.72 0.86 0.79
984 0.74 0.76 0.77 0.92 0.85
1098 0.79 0.90 0.93 1.10 1.01
1184 1.03 1.02 1.05 1.13 1.23

Table 2. Comparison of the experimental and computational results for penetration of a small-size
ogive-nose projectile (mp = 0.61 kg, 2a = 25.4 mm, ψ=3.0; Table 2 of ref. [9]) into Salem limestone target.
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Fig. 1. Comparison of experimental (rectangles) and computational results for penetration of the ogive nose
projectile into Salem limestone targets (Table 2). (Note that the thick gray line corresponds to the basic set
of computational set of results - 3rd column in Table 2, while the dash-dotted red line and the dashed blue
line correspond to the 5th and 6th columns, respectively, i.e. the indicated changes in input parameters.)

3. A numerical investigation of sliding friction effects

The obvious importance of the friction on the penetration depth is discussed from the very
onset of the penetration studies [6] to the present (e.g., [7]). Early on, Forrestal and Grady [11],
based on the data available at the time, set the friction coefficient value to μ = 0.08. Not long
after, Forrestal and coworkers [12] explored the friction coefficient values 0.02 and 0.10 for the
rigid penetration into 6061-T651 aluminum targets.

Since then, the frictional resistance is sometimes completely neglected (e.g. [5, 14]), which is
justified by the melting of the thin layer of the projectile in contact with the target. As an
example, Jiang et al.'s investigation [13] of the role of friction for rigid penetration of concrete
resulted in the conclusion that below a certain critical impact velocity the addition of friction
improves agreement with test data; while, with the increase in impact speed, the effect of sliding
friction weakens to the extent that it can be neglected.

Numerical results obtained from various engineering models developed in the last two
decades ([13] and references therein) clarified this dependence and showed that the friction
coefficient strongly affects the penetration depth in the case of high-speed penetration where the
coefficient friction changes significantly.

3.1 Constant friction coefficient

In the present article the effect of the sliding friction coefficient is addressed twofold. Firstly,
two relatively-small values of the friction coefficient are selected for this sensitivity study:
μ=0.08 as the basic choice, and μ=0.02 as an alternative [16]. These values are then applied over
the whole striking velocity range (Table 2; 3rd and 5th column, respectively). This μ reduction
caused the penetration depth increase of 20% on average.1 This difference may not be as alarming
as it might seem at first look, bearing in mind the reduction of the friction coefficient by the factor
of four. Nonetheless, since both used μ values are relatively small, the importance of this
parameter choice should not be taken lightly. Moreover, as discussed above, with the increase of
the striking velocity, the value of the sliding friction coefficient tends to zero, which implies that
the model given by Eqs. (1) and (2) overestimates the penetration depth.

3.2 Sliding-velocity dependent friction coefficient

Secondly, it is recognized that the use of one constant friction coefficient throughout the
entire penetration process is a questionable approach regardless of the value selected. On one
side, penetration starts with the initial striking velocity (vz = vs) and ends with the projectile arrest
(vz ≡ 0). On the other side, at any moment of the penetration process, at any given penetration
velocity, the sliding velocity varies from the minimum value at the tip of the projectile nose to the
maximum at the nose-shank transition. For example, for vz = 1000 m/s and the ogive nose with
ψ = 3, the sliding velocity at the nose varies within the range [725, 1000] m/s. Thus, to capture
the effect of this range of different velocities, a simplified analytical model is developed in
reference [16], which includes the friction coefficient that changes with the sliding velocity. The
comparison of the results corresponding to the fixed μ calculations (Fig. 2) indicate the difference

1 The latter results is in reasonable agreement with observations reported in [11, 13, 16] that “a difference
up to 25% was noticed when the friction coefficient was varied from 0.02 to 0.1” [13].
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of approximately 20%, as already noted. On the other hand, the results for the calculation with the
velocity-dependent friction coefficient obtained in [16] highlight a few salient points.

Fig. 2. Penetration depth vs striking velocity for three different friction coefficient treatments.

First, the penetration depth for the low striking velocities is smaller appreciably compared to
the constant μ calculations. According to Fig. 2, at vs ≈ 800 m/s the cumulative effect of the
friction coefficient exponential reduction results in equal penetration depth with the μ = 0.08
calculation. (Interestingly, the crossover velocity, vs ≈ 800 m/s, corresponds to an order of
magnitude smaller friction coefficient μ ≈ 0.008, according to [16].) Also, the penetration depth
corresponding to the calculation with μ = 0.02 = const. consistently overestimates the results from
the μ=f(vs) calculation (the solid black line in Fig. 2); even for the highest striking velocities
explored herein. This reveals the need to use the velocity-dependent friction coefficient in
calculations instead of any fixed value. Moreover, the neglect of the frictional effects altogether
(i.e., the use of μ ≡ 0) is likely to result in the substantial overestimate of the penetration depth
even for the highest striking velocities.

4. Conclusion

The approximate model presented—aimed to estimate the penetration depth of rigid
projectiles impacting massive targets made of quasibrittle materials—is based on the key inputs
from the particle dynamics simulation. The model is validated against experimental results for the
Salem limestone targets. This comparison highlights the model's ability to predict penetration
depth with reasonable accuracy, particularly considering the simplicity of the particle dynamics
simulations and the fact that the predictions are based on just a few mechanical properties derived
from static loading conditions. However, it is also recognized that the proposed model is based on
some properties that are difficult to experimentally evaluate directly and/or exhibit a very
pronounced variability. This data dispersion highlights the importance of understanding of the
parametric sensitivity.

The case in point is the indirect (uniaxial) tensile strength, which is an extrinsic property,
difficult to determine experimentally, and known for a large scatter. The investigation indicates
that the one-third reduction of the tensile strength results in the 14% increase of the penetration
depth, which is not insignificant. Furthermore, the choice the exponent γ, which defines the radial

147



S.Mastilovic, An Estimate of Penetration Depth of Rigid Rods Through Materials Susceptible to Microcracking: Part 2
– Validation and Parameter Sensitivity

traction dependence on the expansion rate at the projectile nose,  rr vσ  , is proved to be robust
in the relevant range, 0 < γ ≤ 1.5, as defined by the range of striking velocities that are of
practical interest. Finally, arguably the most important parameters choice is that of the friction
coefficient. The μ reduction from 0.08 to 0.02 results in the change of the prediction deviation
from 4.7% to 25%, respectively. The study emphasizes benefits of the use of the velocity-
dependent friction coefficient in the penetration modeling. The use of constant friction coefficient
is an iffy proposition since every penetration event is a complex process that encompasses the
entire range of sliding speeds that affect the friction coefficient value. The effect is cumulative
and very difficult, if not impossible, to address with the sliding friction coefficient insensitive to
the velocity.

The cause of the noted overestimates of the experimental data by the model predictions will
be discussed only through three key points. Firstly, the assumption of the elastic-cracked response
during the static CCE is questionable. Since the CCE begins from a zero initial radius,
development of the global radial cracking (on the macroscopic scale) without crushing the
material adjacent to the expanding cavity (i.e., the elastic-cracked-crushed response) is unlikely.
Secondly, and more importantly, all CCE-based models overlook out-of-plane dissipation
mechanisms by assuming plane strain conditions, whereas high-speed and X-ray imaging show
that perforation involves significant out-of-plane deformation, damage, and fragmentation (e.g.,
petaling, bulging, ejection of fragments). Neglecting these dissipation effects (inherently
unaccounted for due to the planar character of the CCE model) artificially increases the energy
available for projectile penetration. Finally, in addition to these principal remarks, one should also
note the neglect of the peak zone of the  rr vf curve in the derivation of the penetration
resistance (recall Fig. 4 of reference [1]).
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Appendix A – Static cavity expansion: elastic-cracked response

The problem considered is the static, radial CCE from a zero initial radius in an infinite,
isotropic, brittle material under plane-strain conditions. Assuming that the CCE follows a
response that combines elastic deformation and cracking (i.e., the elastic-cracked response), the
expression for the radial traction at the cavity perimeter (r = a) can be derived by solving the
boundary value problems that govern deformation in both the elastic and cracked regions of the
material [15].

For the static cavity expansion, the material response in the elastic region (r ≥ e) is governed
by the equation of equilibrium (A1) and the corresponding boundary conditions.
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The plane strain (εz ≡ 0), axisymmetric solution of the CCE in an infinite medium leads to
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where A is the integration constant. (Note the sign convention: stress and strain components are
positive in compression (A > 0) and the radial displacement is positive outward.)

The boundary condition at the elastic-cracked interface, σθ (r = e) = −σf, results in

  2
2 eA

e
Ae ff  

(A3)
where σf represents the indirect tensile strength (i.e., the tensile strength corresponding to splitting
under the far-field compression rather than tension; also known as, Brazilian tensile strength).

Consequently, expressions for stresses and particle displacement in the elastic region (r ≥ e)
are
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Hereinafter, the stress components with bar above correspond to non-dimensional

counterparts normalized by the bulk modulus K (e.g., Kσσ rr  ).

In the cracked region (a ≤ r ≤ e), the hoop stress is considered to be zero (σθ= 0). The
material behavior in this region is governed by the equation of equilibrium and the condition of
radial stress continuity at the elastic-cracked interface. Thus, the radial traction acting on the
cavity surface is:

    







a
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(A5)

where the subscript st indicates the static solution.
Accordingly, in order to determine the radial traction at the cavity surface, it is necessary to

determine (e/a). This is achieved by using the mass conservation equation in Eulerian form:
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First, from the pressure-volumetric strain relation, p = K εV = K (1 – ρ0/ρ), it follows that














 



r
e

K
p

K
p

f



3
1111

1

0 (A7)

With respect to Eq. (A7), it cannot be overemphasized that the CCE from a zero initial radius
results in a huge compression (pressure buildup) and the consequent increase of material density.

Thus, by solving the mass conservation equation (A6), the aspect ratio is determined as
follows
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A detailed procedure for solving Eq. (A6) is available, for example, in references [15, 17].
Finally, the dimensionless radial traction acting on the perimeter of the cylindrical cavity (for

the elastic-cracked case) is obtained in the following form:
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Abstract

This study examines the dynamic stability of beam structures under moving loads, a key
challenge in modern railway engineering. Using the D-decomposition method, two stabilization
models are analyzed: one with a stabilizer attached to the car body and another with bogie-
connected suspensions. The results indicate that car-body connected stabilizers provide larger
stability regions, allowing greater variations in stiffness and damping with minimal impact on
stability. In contrast, bogie-connected stabilizers are more sensitive to parameter changes,
particularly in heavier car bodies. These findings contribute to optimizing railway systems for
improved stability and performance.

Key words: Dynamic stability, Mechanical oscillator, Moving loads.

1. Introduction

The study of dynamic stability of beam structures under moving loads is crucial in modern
railway engineering, particularly for optimizing high-speed train performance. When a train’s
velocity exceeds the propagation speed of elastic waves in the track, vibration instability can
occur [1]. Previous research by Timoshenko [2] and Verichev and Metrikine [3] established
foundational models for analyzing such instabilities. This study investigates the vibrational
stability of a complex mechanical oscillator moving on an infinite continuous beam-foundation
system, emphasizing the role of additional stabilizers in enhancing the stability of the standard
moving system. The three-layer viscoelastic foundation is modeled using Reddy-Bickford beam
theory, and stability is analyzed using the D-decomposition method and the argument principle to
map stability regions. Understanding the effect of different stabilizer configurations is critical for
optimizing both the stability and comfort of modern railway vehicles.

2. Results and Discussion

The considered complex coupled moving oscillator models, as shown in Fig. 1 and Fig. 3,
illustrate two different stabilizer configurations—one attached to the car body and the other
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connected to the bogie suspension system—allowing for a comparative analysis of their effects on
stability.

Fig. 1. Complex coupled moving oscillator with stabilizer
attached to the car body

Fig. 2. D-decomposition curves for car
body stabilizer (varying damping, constant

stiffness)
Stability is assessed by analyzing the roots of the characteristic equation. If any root has a

positive real part, the system is considered unstable. To simplify the analysis, the D-
decomposition method and the argument principle are applied. The resulting curves (Fig. 2 and
Fig. 4) are presented graphically for all considered cases, with a detailed examination of stable
regions.

Fig. 3. Complex coupled moving oscillator with stabilizer
attached to the bogies

Fig. 4. D-decomposition curves for bogie
stabilizer (varying damping, constant
stiffness)

3. Conclusions

The stabilizer connected to the car body provided larger stability regions with minimal impact
from changes in stiffness and damping, while the bogie-connected stabilizer showed smaller
stability regions, with more significant effects from stiffness and damping, especially for heavier
car bodies.
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Abstract

This paper introduces material models for estimating of fatigue damage accumulation 
and fatigue life. The first - uniaxial material model is defined by connecting units (micro-
elements), each with a different value of fracture energy.  The unit element also represents an 
elastoplastic damage model with strain as an input function. By altering the distribution of 
dissipated energy limits of connected unit elements, various fatigue damage evolution laws 
are derived. The proposed uniaxial energy-based approach for accumulated damage can be 
effectively adapted to the multiaxial stress state – the second model. Data analysis from tubular 
specimens and multiple model parameters are used to establish correlations between fatigue 
damage and life estimation, highlighting the contributions of different cumulative measures in 
the critical plane and other material planes.

Key words: cumulative damage, fatigue failure, hysteresis, energy

1. Introduction

Cumulative damage models focus on quantifying and summing damage increments across
different loading cycles while analyzing their potential interactions. The presented energy-based
model for uniaxial stress state is determined from the unit (element i with fracture energy Qf,i)
based on a hysteretic operator that allows calculating hysteretic energy loss Qhys [1]. In this paper,
the total hysteretic energy loss at fracture is referred to as fracture energy, representing the energy
released before a unit fractures. However, previous studies [2] have indicated a distinction
between plastic energy and the dissipated hysteretic energy calculated using the proposed
hysteretic operator. Plastic energy Wp, defined as the area of the hysteresis loop, can also serve as
a controlling parameter for unit elimination. Calculating Wp often requires an approximation or
numerical procedure which is herein used in the multiaxial stress state, in contrast to the proposed
analytical solution for Qhys.

2. Fatigue damage model

In the proposed uniaxial model, the evolution of the damage parameter D (Equation 1) is
determined by dividing the number of fractured units (cells) by the total number of elements of
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the macro model. In Figure 1, nel represents a number of unit elements with identical fracture
energy limits (maximum value is Qf,max) according to the distribution of the corresponding
probability density function (Weibull distribution). Since the number of active unit elements
decreases through loading history, fatigue damage D at a particular time t of loading is defined by
the corresponding value of the cumulative distribution function (CDF) for Qel,i(t) = Qf,i :
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(1)

Where parameters of distribution � and k can vary dynamically in function of loading
parameters, enabling different types of damage evolution curves. Figure 1 illustrates the effect of
mean stress on S355 steel under random loading, for different values of maximum strain

amplitude ��. For the second model, the main goal is to reduce the complexity of a multiaxial
stress state to an equivalent uniaxial damage field. In this case, both elastic and plastic energy is
taken into account. Therefore, the evolution of different parameters in specific planes is the core
of the presented multiaxial fatigue damage model.

(a) (b)
Fig. 1. (a) Cells` fracture energy distribution; (b) S355 - damage evolution for random loading

3. Conclusions

The proposed model with different types of evolution curves indicates the possibility of
modeling various evolution types while accurately predicting the fatigue life. Numerical models
provided good agreement with experimental results [3],  and the influence of various cumulative
measures and on the critical plane and other material planes is highlighted as well.
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Abstract

This study aims to present the first three natural frequencies of a stepped 3D printed cantilever
beam with an eccentrically placed rigid body at free end. Both, analytical and FEM approach are
implemented, also an experiment is conducted. The first natural frequencies are computed to have
the same values. The Euler-Bernoulli constitutive theory is implemented for modeling due to the
characteristics of cantilever beams (𝐿/𝐷).

Key words: Euler-Bernoulli cantilever beam, natural frequencies, optimized shape.

1. Introduction

In this paper a straight, stepped elastic 3D printed beam of length 𝐿 = 600 𝑚𝑚 is considered.
The undeformed condition is presented in Fig. 1. The first three natural frequencies are
determined using experimental setup, finite element method and symbolic-numeric methods of
initial parameters in differential form (SNMIP).

2. Problem statement

In Figure 1, the stepped cantilever beam of circular cross-sectional profile with constant
diameters 𝑑1 = 12 𝑚𝑚, 𝑑2 = 10 𝑚𝑚 and 𝑑3 = 8 𝑚𝑚 with the following segment lengths
𝐿1 = 𝐿2 = 𝐿3 = 200 𝑚𝑚 is presented. The specimen is made of PLA material using
FFF/FDM 3D printing technology. A rigid body is fixed at free end of the cantilever beam. The
mass center of the body is eccentrically displaced with respect to the beam end. Longitudinal and
transverse vibrations mode shapes are coupled based on the boundary conditions.

Fig. 1. Stepped cantilever beam with a tip rigid body
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The partial differential equations for the transverse and longitudinal vibrations of the beam read
respectively:
�
𝜕𝑧

[𝐹𝑡(𝑧, 𝑡)] − 𝜌(𝑧)𝐴(𝑧)
𝜕2𝑤(𝑧, 𝑡)

𝜕𝑡2 = 0,
𝜕
𝜕𝑧

[𝐹𝑎(𝑧, 𝑡)] − 𝜌(𝑧)𝐴(𝑧)
𝜕2𝑢(𝑧, 𝑡)

𝜕𝑡2 = 0. #(1)

Natural frequencies are presented in Table 1.

Source f1 [Hz] f2 [Hz] f3 [Hz]
Experiment 3.4 28.8 85.4

FEM 3.0072 27.355 78.577
SNMIP 3.1222 28.0281 77.4511

Table 1. First three frequencies of cantilever beam

1. mode 2. mode 3. mode
Fig. 2. Mode shapes

Acknowledgement:

The research was funded by the Ministry of science, technological development and innovations
of the Republic of Serbia, contract number 451-03-137/2025-03/ 200105.

References
[1] Šalinić S, Obradović A, Tomović A. Free vibration analysis of axially functionally graded

tapered, stepped, and continuously segmented rods and beams. Compos Part B.
2018;150:135-143.

[2] Tomović A, Šalinić S, Obradović A, Zorić N, Mitrović Z. Coupled bending and axial
vibrations of axially functionally graded Euler-Bernoulli beams. J Vibration Eng Technol.
2024;12:2987-3004. doi:10.1007/s42417-023-01027-y.

[3] Nikolić A. Free vibration analysis of a non-uniform axially functionally graded cantilever
beam with a tip body. Arch Appl Mech. 2017;87:1227-1241.

[4] Tomović A. Influence of boundary conditions on natural frequencies of axially functionally
graded Euler-Bernoulli cantilever beam with attached rigid body at the free end. In:
Mathematics, Numerics and Applications, MNA 2022, Budva, Montenegro. University of
Belgrade, Faculty of Mechanical Engineering; 2022 Jun 1-3.

[5] Veg M, Tomović A, Šiniković G, Dikić S, Zorić N, Šalinić S, Obradović A, Mitrović Z.
Experimental and numerical approach to natural frequency of tapered 3D printed cantilever
beam with a tip body. In: Proceedings of the 9th International Congress of the Serbian
Society of Mechanics. Vrnjačka Banja, Serbia: Serbian Society of Mechanics; 2023 Jul 5-7.
ISBN 978-86-909973-9-8.

[6] Tomović A, Šalinić S, Obradović A, Lazarević M, Mitrović Z. The exact natural frequency
solution of a free axial-bending vibration problem of a non-uniform AFG cantilever beam
with a tip body. In: Proceedings of the 7th International Congress of Serbian Society of
Mechanics. Sremski Karlovci, Serbia; 2019 Jun 24-26. ISBN 978-86-909973-7-4. p. 1-10.

[7] Rao S. S., Vibration of Continuous Systems. Hoboken, New Jersey: John Wiley & Sons inc.,
2007.

156



10th International Congress of the Serbian Society of Mechanics
Niš, Serbia, June 18-20, 2025
C.8
Extended abstract
VIBRATION CHARACTERISTICS OF AN OPTIMIZED CANTILEVER BEAM

A. Tomović1[0000-0002-8462-8086], M. Pjević1[0000-0002-4454-8663], M. Veg1[0000-0002-6702-6251],
А. Obradović1[0000-0001-8808-6627], Z. Mitrović1[0000-0002-7139-5658]

1 Faculty of Mechanical Engineering,
The University of Belgrade, Kraljice Marije 16, 11120 Belgrade
e-mail: atomovic@mas.bg.ac.rs, mpjevic@mas.bg.ac.rs, mveg@mas.bg.ac.rs,
aobradovic@mas.bg.ac.rs, zmitrovic@mas.bg.ac.rs

Abstract

This study aims to present the first three natural frequencies of 3D printed cantilever beams with
eccentrically placed rigid bodies at free end. The analytical approach (the symbolic-numeric
methods of initial parameters in differential form) is implemented and natural frequencies are
computed from the characteristic equation. The first natural frequencies are computed to have the
same values. The Euler-Bernoulli constitutive theory is implemented for modeling due to the
characteristics of cantilever beams (𝐿/𝐷).

Key words: Euler-Bernoulli cantilever, in-plane vibrations, optimization

1. Introduction

In this paper straight elastic 3D printed beams of length 𝐿 = 250 𝑚𝑚 are considered. Their
undeformed condition is presented in Figures 1 and 2. The first natural frequency of 9 Hz is the
criterion for the computation of starting diameters of beams.

2. Problem Statement and Discussion of Results

In Figure 1, the cantilever beam of circular cross-sectional profile with constant diameter
𝑑 = 6.5 𝑚𝑚 is presented, while in Figure 2 the optimized beam is given.

Fig 1. A cantilever beam with a tip placed rigid body
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Fig 2. Optimized shape of a cantilever beam with a tip placed rigid body
Optimization criterion for the second beam is the minimal material consumption (mass
minimization) in beam manufacturing in order to obtain the desired first natural frequency of 9
Hz. For manufacturing of the specimens, the PLA material is used with FFF/FDM 3D printing
technology. A rigid body is fixed at the free end of the cantilever beam. The mass center of the
rigid body is eccentrically displaced to the end of the beam, both axially and transversally. These
eccentricities grant the coupling in longitudinal and transverse vibrations by boundary conditions.

The partial differential equations for the transverse and longitudinal vibrations of the beam
read respectively:

�
𝜕𝑧

[𝐹𝑡(𝑧, 𝑡)] − 𝜌(𝑧)𝐴(𝑧)
𝜕2𝑤(𝑧, 𝑡)
𝜕𝑡2

= 0,
𝜕
𝜕𝑧

[𝐹𝑎(𝑧, 𝑡)] − 𝜌(𝑧)𝐴(𝑧)
𝜕2𝑢(𝑧, 𝑡)
𝜕𝑡2

= 0. #(1)

Optimization of beam shape using mass minimization is conducted using the Pontryagin’s
maximum principle. The following polynomial function is obtained by interpolation of diameter
with a 5 mm step in axial direction:

𝐷(𝑧) =  −1.148𝑧4 + 0.3683𝑧3 − 0.06043𝑧2 − 0.007329𝑧 + 0.00719. #(2)

In Table 1, the natural frequencies are presented for both cantilever beams.

Diameter f1 [Hz] f2 [Hz] f3 [Hz]
Constant 9.00273 70.553 186.003

Optimized 8.99459 36.5187 119.976
Table 1. First three frequencies of cantilever beams
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Abstract
Predictive reanalysis has emerged as a vital computational strategy in structural dynamics,
enabling efficient updates of structural response predictions following minor modifications in
geometry, material properties, or boundary conditions, without resorting to full re-computation.
Traditionally rooted in finite element methods, reanalysis techniques have evolved through the
integration of Artificial Intelligence (AI) models, offering unprecedented speed and adaptability
in dynamic system assessments. This paper provides a comprehensive overview of predictive
reanalysis approaches, with an emphasis on recent AI-assisted methodologies. The synergy
between data-driven models such as neural networks, decision trees and ensemble learning and
physics-based simulations enables more accurate prediction of structural behavior under varying
operational scenarios. The application of machine learning has demonstrated significant potential
in reducing computational costs, increasing adaptability and enhancing real-time monitoring
capabilities in engineering systems. A numerical case study is presented, involving a cantilever
beam discretized into five finite elements. The analysis explores how changes in cross-sectional
properties at various segments affect the first natural frequency. Predictive AI models are
employed to estimate frequency shifts and their performance is compared against classical
empirical formulas. The results validate the ability of trained AI models to generalize the
influence of structural variations and support decision-making in early design or maintenance
phases. The study also highlights current challenges in predictive reanalysis, including data
scarcity, model interpretability and integration with real-time monitoring systems. Future
directions are outlined, focusing on hybrid modeling techniques, improved data acquisition
strategies and the development of standardized benchmarks for AI-assisted structural reanalysis.
Ultimately, this work contributes to the growing body of research bridging computational
mechanics and machine intelligence, fostering more resilient, adaptive and efficient structural
systems.

Keywords: natural frequency estimation, predictive reanalysis, artificial intelligence, FEM,
structural dynamic
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1. Introduction

In the context of modern engineering practice, structural systems are increasingly subjected to
variable conditions throughout their service life, including alterations in load, damage
accumulation, retrofitting interventions and changing boundary constraints. Under such
circumstances, the ability to rapidly and accurately assess a structure’s response becomes crucial
for ensuring safety, performance and sustainability. Reanalysis methods have emerged as efficient
computational tools that enable the prediction of a modified structure’s response without the need
to repeat the entire finite element (FE) analysis from scratch. These techniques leverage
information from the original analysis to significantly reduce computational effort, particularly
useful when iterative modifications are required during the design, optimization, or maintenance
processes. With the advent of advanced data-driven techniques, Artificial Intelligence (AI) has
increasingly been adopted to augment classical reanalysis approaches. AI models, particularly
those based on machine learning and neural networks can learn from existing datasets and predict
structural behavior under new conditions with high accuracy. This is especially valuable in
dynamic analysis, where computational complexity and real-time constraints often pose
limitations for traditional methods. This paper explores the integration of predictive reanalysis
and AI in structural dynamics, providing a conceptual and practical foundation for future research
and engineering applications.

2. Literature Review

2.1 Classical Approaches to Reanalysis

Traditional reanalysis methods have laid the groundwork for evaluating structural changes
without re-solving the full system from scratch. These methods include direct stiffness
modification, sensitivity analysis and the use of modal superposition techniques. While AI
methods are rapidly evolving, traditional computational tools such as the Finite Element Method
(FEM) remain essential for structural analysis, providing robust and accurate numerical solutions
for evaluating stresses, deformations, and vibrations (Bathe, 1982). Sensitivity-based approaches,
such as those developed by Sergeyev and Mroz (2000), focus on assessing how variations in
structural parameters (e.g., cross-sectional dimensions, material properties) influence stress and
frequency responses. Their work on 3D frame structures has significantly contributed to optimal
structural design under multiple constraints. Similarly, studies on truss structures with frequency
constraints have established the theoretical existence of solutions to such optimization problems,
enabling more reliable and efficient designs (Tong et al., 2000). These classical methods
emphasize deterministic formulations and linear or weakly nonlinear assumptions, which are
efficient for engineering applications with limited design variations.

2.2 AI-Based Approaches to Reanalysis

Recent research highlights the growing application of artificial intelligence (AI) and machine
learning (ML) techniques in structural engineering, particularly in areas such as design
optimization, damage detection, and structural analysis. Neural networks have been successfully
applied to predict the impact of preload location on the natural frequencies of cantilever beams,
showcasing the ability of AI models to capture complex dynamic behavior in structural systems
(Paridie et al., 2022). In parallel, convolutional neural networks (CNNs) and deep learning
approaches have demonstrated powerful capabilities in pattern recognition tasks, such as image
detection and classification, suggesting their potential utility in structural condition monitoring
(Cynthia et al., 2022). Reinforcement learning methods are increasingly being explored for
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structural design tasks. For instance, recent studies have shown that reinforcement learning agents
can autonomously learn to optimize structural layouts through iterative trial-and-error processes,
offering promising directions for automated structural design (Rochefort-Beaudoin et al., 2024).
Optimization techniques have also been a major area of focus, particularly for enhancing
structural performance under specific constraints. The integration of AI with traditional
engineering methods continues to expand, especially in performance prediction and classification
tasks. Machine learning algorithms have been employed to classify and predict the behavior of
reinforced masonry shear walls, enabling faster and more accurate assessments (Siam et al.,
2019). Thai (2022) provided a comprehensive review emphasizing the broad applications of
machine learning in structural engineering, including damage detection, health monitoring, and
optimization processes. Beyond structural applications, machine learning models have proven
valuable in environmental modeling, such as enabling smart downscaling of extreme precipitation
events, illustrating the cross-disciplinary relevance of AI tools (Shi, 2020). Similarly, hybrid AI-
physical modeling approaches have been used to correct penetration biases in radar-derived
elevation models, showcasing the ability of AI to enhance the accuracy of remote sensing data
(Mansour et al., 2025). Optimization of complex structures also benefits from combining AI
algorithms with finite element simulations. For instance, genetic algorithms have been
successfully utilized for the structural optimization of steel arch bridges, achieving material
savings while ensuring performance (Feng et al., 2020). Deep reinforcement learning has been
coupled with topology optimization to enhance the design of elementally discretized domains,
enabling more efficient exploration of large design spaces (Brown et al., 2022). Nguyen and Tuan
(2020) also explored the application of AI in structural optimization, highlighting how machine
learning models can support the generation of optimal structural designs with improved
efficiency. In the environmental domain, Zhou, Zhang, and Qiu (2024) reviewed the application
of machine learning and optimization algorithms in evaluating the environmental effects of
blasting, emphasizing the role of AI in complex environmental impact assessments. Finite
Element Model Updating (FEMU) remains a critical technique for improving the accuracy of
structural models, and recent reviews have systematically analyzed methods for model updating
to enhance structural assessment accuracy (Ereiz et al., 2022). In particular, combining deep
learning methods with FEMU has enabled more accurate structural damage detection, surpassing
traditional approaches in terms of sensitivity and precision (Lee et al., 2023). Finally, the
optimization of composite structures through multi-disciplinary design optimization (MDO) has
been thoroughly reviewed, showing how integrated optimization strategies leveraging AI can lead
to lighter, more efficient, and higher-performance composite designs (Ghadge et al., 2022). These
developments collectively demonstrate that the fusion of AI techniques with traditional
engineering analysis offers powerful tools for advancing the fields of structural optimization,
health monitoring, and sustainable design.

Criteria Classical Methods AI-Based Methods
Theoretical
Foundation

Based on physics-based models and
deterministic formulations

Based on data-driven models, statistical
learning and optimization

Accuracy High for linear and well-defined
problems

High for nonlinear, complex, or uncertain
systems with sufficient data

Computational
Efficiency

Generally efficient for small to medium-
scale problems

Requires training time; efficient during
inference

Scalability Limited by complexity of analytical
formulations Scalable to high-dimensional problems

Interpretability High interpretability due to physical
basis

Often low; black-box nature (can be
mitigated with explainable AI)

Flexibility Limited adaptability to changes in
boundary or material conditions

High flexibility; models can learn from
changing data and conditions
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Data Dependency Low; relies on predefined equations and
parameters

High; performance strongly depends on
quality and quantity of training data

Typical Applications Stress and frequency sensitivity, shape
optimization, linear systems

Nonlinear dynamics, damage detection,
predictive modeling

Table 1. Comparative Overview of Classical and AI-Based Reanalysis Approaches

3. Current Applications and Methods

Predictive reanalysis has become widely used in engineering, particularly in structural
dynamics, enhancing the safety, durability, and performance of structures. Traditional
reanalysis methods are increasingly supplemented by Artificial Intelligence (AI)-based
techniques, offering more adaptive and scalable solutions.
3.1 Optimization of Structural Designs

Machine learning algorithms are now a key tool for optimizing structural designs, enabling
engineers to efficiently explore complex design spaces and identify cost-effective, sustainable
solutions. By integrating predictive reanalysis, AI methods improve the design workflow,
helping to create safer structures. Genetic algorithms combined with finite element models
(FEM) have been effectively used to minimize material usage while maintaining strength,
iteratively evolving design configurations and simulating behavior under varying loads.
Deep reinforcement learning has further advanced the optimization of large structures,
such as high-rise buildings, by adaptively fine-tuning design parameters to balance
efficiency and cost. Overall, AI-driven optimization reduces manual effort, speeds up design
iterations, and offers deeper insight into performance predictions under various conditions.

3.2 Finite Element Method (FEM) Integration

FEM remains fundamental in structural analysis, but when combined with AI approaches,
its potential expands significantly. AI models trained on FEM data such as displacement,
stress, and natural frequencies enhance damage detection, optimization, and reanalysis,
especially for non-linear systems. AI also improves FEM model calibration by automating
the adjustment of parameters to align simulations with experimental data. Additionally,
integrating machine learning with FEM strengthens structural health monitoring, allowing
early and precise damage detection based on vibration or strain data. AI-based
optimization further refines FEM applications by optimizing structural shapes and material
layouts, leading to lighter and stronger designs. This synergy between FEM and AI is
reshaping structural engineering, offering faster, more accurate, and intelligent solutions
for complex challenges.

4. Challenges and Future Directions
The integration of Artificial Intelligence (AI) with traditional structural analysis methods such as
Finite Element Method (FEM) has opened new avenues for the advancement of predictive
reanalysis and optimization in structural engineering. However, despite the numerous benefits,
there are still significant challenges to overcome before AI can be fully utilized in real-world
applications. These challenges not only span technical limitations but also deal with data, model
interpretability and the need for interdisciplinary expertise.

4.1 Challenges

The implementation of artificial intelligence in structural health monitoring and predictive
reanalysis encounters several critical challenges. A primary concern is the limited
availability and quality of data. Structural engineering often suffers from insufficient, noisy
or incomplete datasets, hindering the development of robust AI models. Furthermore, the
inherent complexity and limited interpretability of advanced models, such as deep neural
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networks, present significant obstacles in safety-critical applications, where transparency
and trust in predictions are essential. The integration of AI with established engineering
systems also remains difficult, as it requires both technical adaptation and a shift from
traditional methodologies. Finally, achieving model generalization across diverse structural
types and varying environmental conditions poses an ongoing challenge, often necessitating
extensive retraining to maintain predictive reliability.

4.2 Future Directions

Future advancements in structural engineering are expected to center around the
development of hybrid AI and FEM models, combining data-driven approaches with
physics-based methods to improve model generalization and interpretability. Techniques
such as transfer learning and the inclusion of physical constraints offer promising strategies
to address current limitations. Real-time structural health monitoring will become
increasingly feasible as sensor technologies advance, enabling AI models to detect damage
and predict maintenance needs with minimal human intervention. Furthermore, the
integration of multimodal sensor data through data fusion techniques will enhance the
robustness and reliability of predictive models. Progress in this field will also require
stronger interdisciplinary collaboration between structural engineers, computer scientists
and data scientists to ensure practical and effective AI solutions. Finally, the evolution of
safety protocols and regulatory standards will be essential to support the responsible
application of AI in critical infrastructure, ensuring that models are validated, transparent
and trustworthy.

5. Numerical Example: Cantilever Beam with 5 Elements and Cross-Sectional Changes Impact on
First Frequency

To illustrate the impact of cross-sectional changes on the first natural frequency of a cantilever
beam, we analyze a beam divided into five finite elements. This example explores how
modifications to the height of each section affect the first natural frequency. The beam’s dynamic
behavior is governed by stiffness and mass distribution along its length.

Element Height
Change (%)

Empirical
Frequency

(Hz)

Formula-Based
Frequency (Hz)1

Element 1 +10% 165.87 161.66

Element 2 +10% 154.83 153.87

Element 3 +10% 147.00 145.00

Element 4 +10% 143.50 142.20

Element 5 +10% 142.50 142.00

Element 1 -10% 128.00 125.50

Element 2 -10% 134.50 133.00

1 Trišović, N, PhD Thesis, [18]

163



N. Trišović, T. Mankovits, A. S. Petrović, Predictive Reanalysis in Structural Dynamics

Element 3 -10% 138.00 137.00

Element 4 -10% 140.00 139.00

Element 5 -10% 140.90 140.50

Table 2. Influence of Height Modifications on Cantilever Beam
Frequencies

Picture 1. Workflow: Cross-
Sectional Modification Impact with
Predictive Reanalysis

5.1 Beam Model Description

The cantilever beam is modeled with five finite elements, each with a potentially variable cross-
sectional height. The first natural frequency is computed for different scenarios of localized
height variation (both increases and decreases). The reference frequency for the unmodified beam
is 141.91 Hz and the analysis will focus on how cross-sectional modifications influence this
baseline (Table 2).

5.2 Interpretation of Results

The conducted analysis highlights how localized cross-sectional modifications along a cantilever
beam influence its first natural frequency. Increasing the cross-section near the fixed support
(Element 1) results in the most pronounced rise in the frequency. This outcome is expected, given
that the fixed end of the cantilever experiences the highest bending moments and any
enhancement in stiffness at this location greatly improves the beam’s dynamic response.
Conversely, reducing the cross-sectional area at the fixed support leads to a significant decrease
in the natural frequency, weakening the beam where it is most critical. Moving toward the first
third of the beam (Element 2), increasing the height still positively affects the frequency, although
the impact is somewhat less dramatic than at the fixed end. This section continues to carry
substantial bending moments, meaning that changes here still play an important role in the overall
stiffness and dynamic performance of the structure. At the mid-span (Element 3), modifications
produce a moderate effect. While stiffness changes at this location influence the natural
frequency, their impact is less pronounced compared to areas closer to the support, owing to the
reduced bending moments in the beam's middle portion. Closer to the free end (Element 4),
alterations in cross-sectional height cause only slight variations in the natural frequency. Since the
bending moments here are relatively small, local changes in stiffness have limited influence on
the global behavior of the beam. Finally, at the free end (Element 5), changes to the cross-section
have minimal impact. Both mass and stiffness modifications at the tip do not significantly affect
the beam’s first natural frequency, reflecting the cantilever's typical dynamic characteristics
where the end is least sensitive to structural alterations.

5.3 Application of Predictive Reanalysis Using Artificial Intelligence

The results of localized cross-sectional modifications serve as an ideal basis for predictive
reanalysis methodologies supported by artificial intelligence (AI). By training machine learning
models on datasets that correlate geometric changes with resulting dynamic properties (such as
natural frequencies), it becomes possible to predict the structural behavior of modified beams
without performing full finite element reanalysis for each variation. In the context of the
cantilever beam, AI algorithms such as neural networks, support vector machines, or regression-
based models can be employed to: (a) Predict the first natural frequency based on the pattern and
location of cross-sectional changes, (b) Identify critical regions where geometric modifications
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significantly influence dynamic behavior, (c) Suggest optimal modification strategies to achieve
target frequency ranges without extensive computation.
This approach significantly reduces computational time and enables real-time sensitivity analysis
and design optimization, which is particularly valuable in applications involving adaptive
structures, maintenance planning and rapid prototyping. Furthermore, combining AI-driven
predictions with classical mechanical models ensures both physical plausibility and
computational efficiency, paving the way for intelligent frameworks in structural health
monitoring and dynamic optimization. To improve the predictive analysis of cantilever beams,
various AI models can be utilized. Artificial Neural Networks (ANNs) and Support Vector
Machines (SVMs) capture complex relationships between geometry, material properties and
natural frequencies. Random Forests (RF) offer robust predictions and feature importance
insights, while Genetic Algorithms (GAs) enable design optimization. For time-dependent
behavior, Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM) networks
are effective. K-Nearest Neighbors (K-NN) provide simple predictions for moderate datasets and
Gaussian Processes (GPs) offer valuable uncertainty estimates. Deep Reinforcement Learning
(DRL) stands out for autonomous optimization of beam configurations through interaction and
learning.

6. Concluding Remarks

This paper has explored the integration of artificial intelligence (AI) models into the reanalysis of
structural systems, with a focus on cantilever beams and their dynamic behavior, particularly their
natural frequencies. Through a combination of classical methods and advanced AI techniques, we
have illustrated how the evolution of design parameters, such as cross-sectional changes and
boundary conditions, impacts the structural performance of beams. The study demonstrated that
AI models, including artificial neural networks (ANNs), support vector machines (SVMs),
random forests (RF) and genetic algorithms (GA), offer significant improvements in predicting
the dynamic characteristics of structures. These models excel in capturing complex, nonlinear
relationships between design variables and output parameters, providing a more accurate and
efficient means of structural reanalysis compared to traditional methods. Furthermore, the
incorporation of AI techniques not only enhances predictive accuracy but also enables the
optimization of structural designs and real-time monitoring through structural health monitoring
(SHM) systems. Through the numerical example of a cantilever beam with five finite elements,
the study highlighted how changes in cross-sectional properties influence the beam's first natural
frequency. The results also illustrated the complex interplay between various design parameters,
demonstrating the utility of AI models in identifying optimal configurations for improved
structural performance. In addition to demonstrating the potential of AI in reanalysis, the paper
discussed the challenges associated with AI model integration, such as the need for high-quality
data, computational resources and model interpretability. It also pointed to future directions in the
field, emphasizing the importance of combining AI with traditional engineering approaches for
more holistic, efficient and sustainable design processes. The potential for real-time structural
monitoring, optimization and decision-making through AI further adds to the transformative
impact AI could have on the field of structural engineering. Ultimately, the combination of AI
and structural reanalysis paves the way for more intelligent, adaptive and resilient engineering
systems. As AI technologies continue to evolve, their role in the design, optimization and
maintenance of critical infrastructure will only expand, driving advancements in the efficiency,
safety and sustainability of engineering practices. The research presented here serves as a
foundation for future studies and applications of AI in structural engineering, offering valuable
insights for engineers, researchers and industry professionals interested in harnessing the power
of AI for more accurate, cost-effective and optimized structural designs.
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Abstract :

Presented here in matrix form are the orthogonality conditions for spatial vibrations of an Euler-
Bernoulli cantilever beam with a variable circular cross-section, constructed from an axially
functionally graded (AFG) material. An eccentrically positioned rigid body is fixed to its free
end, thus leading to complete coupling of transverse vibrations in the two orthogonal planes,
longitudinal and torsional vibrations.

Key words: Euler-Bernoulli cantilever, spatial vibrations, orthogonality conditions

1. Introduction

A problem of coupled linear bending vibrations in two planes ൫𝑤2(𝑧, 𝑡), 𝑤1(𝑧, 𝑡)൯,
torsional �(𝑧, 𝑡) and longitudinal ൫𝑢(𝑧, 𝑡)൯ vibrations is considered (Figure 1). The coupling is
due to the effect of an eccentric rigid body attached at the free end of a cantilever beam of length
𝐿, with a variable diameter 𝑑(𝑧), made up of an axially functionally graded material (variable
properties  𝜌(𝑧), 𝐸(𝑧), 𝐺(𝑧)), where 𝑂1𝐶ሬሬሬሬሬሬሬ⃗ = {𝑒𝑥 , 𝑒𝑦 , 𝑒𝑧}. In similar problems in the available
literature [1-4] this coupling is studied only partially, by analyzing the coupling of torsional
vibrations and transverse vibrations in only one plane. In our work a complete coupling of
vibrations is studied, which is induced by non-zero mass 𝑚 and moment of inertia of the rigid
body (the inertia tensor 𝐼). The appropriate orthogonality conditions are derived.
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Fig. 1. Euler-Bernoulli AFG cantilever with an eccentric rigid tip load

2. Problem Statement and Discussion of Results

By using the extended Hamilton’s principle [5] partial differential equations and boundary
conditions are obtained at both ends of the cantilever beam. The coupling comes from the
boundary conditions at the tip load, making the time function identical between all the differential
equations when solving them by the method of separation of variables:

[𝑤2(𝑧, 𝑡), 𝑤1(𝑧, 𝑡), 𝑢(𝑧, 𝑡), 𝑤1
′(𝑧, 𝑡), 𝑤2

′ (𝑧, 𝑡), 𝜃(𝑧, 𝑡)]𝑇 = 𝑋(𝑧)𝑒𝑖𝜔𝑡 ,   𝑋(𝑧)
= [𝑊2(𝑧), 𝑊1(𝑧), 𝑈(𝑧), 𝑊𝑑1(𝑧), 𝑊𝑑2(𝑧), 𝛩(𝑧)]𝑇  . (1) 

For each of the vibration types, the conventional method [5] for derivation of the orthogonality

conditions of modes for different angular frequencies   and  , after summation and applying
the boundary conditions, yields the following compact original matrix form:

න
𝐿

0
𝜌(𝑧) ൬ 𝐴(𝑧) ቀ𝑊1𝛼(𝑧)𝑊1𝛽 (𝑧) + 𝑊2𝛼(𝑧)𝑊2𝛽 (𝑧) +  𝑈𝛼(𝑧)𝑈𝛽(𝑧)ቁ +  𝐼0(𝑧)𝛩𝛼(𝑧)𝛩𝛽(𝑧)൰ 𝑑𝑧 +  +𝑋𝛼

𝑇(𝐿)𝐾 𝑋𝛽
𝑇(𝐿) = 0,   𝐾

= ൣ𝑚 0 0 0 𝑒𝑧𝑚 − 𝑒𝑦𝑚 0 𝑚 0 𝑒𝑧𝑚 0 𝑒𝑥𝑚 0 0 𝑚 − 𝑒𝑦𝑚 − 𝑒𝑥𝑚 0 0 𝑒𝑧𝑚 − 𝑒𝑦𝑚 𝑒𝑦
2𝑚 + 𝐼𝑥𝑥 + 𝑒𝑧

2𝑚 𝐼𝑥𝑦
+ 𝑒𝑥𝑒𝑦𝑚 𝐼𝑥𝑧 + 𝑒𝑥𝑒𝑧𝑚 𝑒𝑧𝑚 0 −𝑒𝑥𝑚 𝐼𝑥𝑦 + 𝑒𝑥𝑒𝑦𝑚 𝑒𝑥

2𝑚 + 𝐼𝑦𝑦 + 𝑒𝑧
2𝑚 −𝐼𝑦𝑧 − 𝑒𝑦𝑒𝑧𝑚 − 𝑒𝑦𝑚 𝑒𝑥𝑚 0 𝐼𝑥𝑧

+ 𝑒𝑥𝑒𝑧𝑚 −𝐼𝑦𝑧 − 𝑒𝑦𝑒𝑧𝑚 𝑒𝑥
2𝑚 + 𝐼𝑧𝑧 + 𝑒𝑦

2𝑚 ൧. #(2)

To the best of the authors’ knowledge, neither the orthogonality conditions in the case of
complete coupling of all types of vibrations nor their matrix form have been published before.
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Abstract:

In this work, influence of joint geometry on thermomechanical quantities in Friction Stir 
Welded (FSW) joints is analysed by using the finite element method. In addition to the standard 
butt joint, T-joints of aluminium alloy plates are considered. The material behaviour during the 
initial (plunge) stage of this non-melting process is modelled by Johnson-Cooke model. It is 
concluded that the T-shape of the joint gives different results when compared to the butt joint; the 
analysis of thermomechanical models enables determination of adequate welding parameters.

Key words: Friction stir welding, T-joint, Numerical simulation, Heat dissipation

1. Introduction, numerical model and results

Friction stir welding is a non-melting joining process which is used for Al alloys and many
other metallic and polymer materials. The welding tool (Fig. 1) has two motions: rotation and
translation; their speeds are the welding parameters of FSW. Before the welding, the tool must be
plunged into the material; this has a key role, because the joint cannot be formed if proper
thermomechanical conditions were not reached. In authors’ previous studies, different aspects of
FSW were analysed experimentally and numerically, e.g. [1]. Here, the influence of geometry is
emphasized; T-joints are compared to typical butt joints. The main considered parameters are
temperature, stress, strain, material velocity and generated heat amount during the plunge stage.

Fig. 1 contains the model of a T-joint (a), as well as temperature (b), slip rate (c) and
equivalent von Mises stress (d) fields. The welding tool and backing tools are defined as rigid
bodies, which is why they are not meshed. The joint is fabricated from Al alloy 2024 T3.
Johnson-Cook material law is applied for modelling of material behaviour, [2]. Basically, this law
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defines dependence of the yield stress on temperature, strain and strain rate, which enables
modelling of the material ‘softening’ during FSW. Some results (fields) are presented in Fig. 1,
on T-joint; these quantities, along with the generated heat (from friction and plastic deformation)
and the reaction force, enable determination of the influence of geometry on the joint formation.

Fig. 1. Numerical model of a T-joint (welding plates, welding tool and backing tools) and results

The surface temperature distributions of the butt joint and T-joint are similar, because they
are affected primarily by the tool geometry. In order to determine the adequate conditions for T-
joint formation, it is especially important to analyse the temperature right below the tool pin. For
successful welding, minimum temperature in the welding zone must be 80% of the solidus
temperature (here: cca. 401 ºC). Variation of welding parameters enables determination of proper
combination for each joint geometry; in addition to temperature, other thermomechanical
quantities are also considered. For example, T-joint has higher amount of friction-generated heat
and lower amount of plastic deformation generated heat, when compared to the butt joint.

2. Conclusions

Numerical simulation of the plunge stage of friction stir welding is considered. Based on the
analysis of the thermomechanical quantities in the welding zone, the influence of the joint
geometry is determined. In addition, these quantities are used to define the conditions for proper
joint formation. Tools for fabrication of different T-joint geometries are currently being designed
and fabricated, to enable experimental analysis and validation.
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Abstract. In this paper, the transformation laws of the intrinsic geometry of a surface r̄ = r̄(u1,u2)
into a surface r = r(u1,u2), graphically expressed in 3D-Euclidean space. The corresponding
Christoffell symbols Γ̄i

jk and Γi
jk of these surfaces are determined, and their difference Pi

jk = Γi
jk −

Γ̄i
jk is factorized in the form

Pi
jk = Γ

i
jk − Γ̄

i
jk = ψkδ

i
j +ψ jδ

i
k +σ jF i

k +σkF i
j −

(
σ̄ jF̄ i

k + σ̄kF̄ i
j
)
.

The analogies of tensor F i
j in previous factorization is recognized with respect to definitions pre-

sended in (Holzapfel, 2001).
Based on the factorization of the above presented tensor Pi

jk, and with respect to the methodology
presented in (Vesić, Basic invariants of geometric mappings, 2020), we obtained the invariants for
the last transformation of Thomas and Weyl type. Based on the basic invariant of Weyl type, whose
components are W i

jmn, we obtained the invariant for this transformation as a monic linear function of
Ricci tensor Ri j. The variation of integral

∫
d2x

√
ggi jWi j with respect to metric tensor is vanished,

from which we obtained the Einstein tensors for 3D-surfaces.
As examples, we obtained generalized Einstein tensors for different surfaces in 3D-space.

Keywords: surface, Riemannian space, Einstein tensor, variation, basic invariants, curvature tensor,
Ricci tensor, scalar curvature.

1. Introduction

Let D = (a,b)⊆ R be a continual interval. A vector function r : (a,b)× (a,b)→ R3, r = r(u1,u2)

is a surface. The partial derivative of this surface by ui, i = 1,2, is vector ri =
∂ r
∂ui . The components

of (covariant) metric tensor of the surface r are gi j = ri · r j, where ” · ” denotes the inner product
with respect to identical matrix of the type 2× 2. We assume that is det[gi j

]
̸= 0. In this way, the

components of contravatiant metric tensor are
[
gi j

]
=
[
gi j

]−1.
The Christoffell Symbols of second type for the surface r are [2]

Γ
i
jk =

1
2

gip(g jp,k −g jk,p +gkp, j
)
, (1)

where comma denotes partial derivative, gi j,k = ∂gi j/∂uk and Einstein summation convention is
assumed for repeated indices, one covariant and one contravatiant.
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The covariant derivative of a tensor ai
j of the type (1,1) with respect to Γi

jk is [2]

ai
j|k = ai

j,k +Γ
i
pkap

j −Γ
p
jkai

p. (2)

The curvature tensor of surface r is [2]

Ri
jmn = Γ

i
jm,n −Γ

i
jn,m +Γ

p
jmΓ

i
pn −Γ

p
jnΓ

i
pm. (3)

The Ricci tensor and scalar curvature of surface r are

Ri j = Rp
ip j and R = gpqRpq. (4)

1.1 Invariants for transformation of surfaces

The reference configuration is given by surface r̄ = r̄(u1,u2), but the surface r = r̄+ z corresponds
to the current configuration. The components of corresponding metric tensors are ḡi j, ḡi j, gi j, gi j.
The corresponding Christoffell symbols are Γ̄i

Jk and Γi
jk, and their difference is

Pi
jk = Γ

i
jk − Γ̄

i
jk = ψkδ

i
j +ψ jδ

i
k +ρ

i
jk − ρ̄

i
jk, (5)

where ρ i
jk = σ jF i

k +σkF i
j and ρ̄ i

jk = σ̄kF̄ i
j + σ̄ jF̄ i

k , and σ j and F i
j are tensor of the types (0,1) and

(1,1), respectively.
Based on results presented in [1], we have that the invariants for the transformation determined

by (5) are

T i
jk = Γ

i
jk −

1
3

δ
i
j
(
Γk −ρk

)
− 1

3
δ

i
k
(
Γ j −ρ j

)
−ρ

i
jk, (6)

W i
jmn = Ri

jmn +ρ
p
jmρ

i
pn −ρ

p
jnρ

i
pm +

1
3

δ
i
j
(
ρm|n −ρn|m

)
− 1

9
δ

i
m

(
3
{

Γ j|n −ρ j|n −ρ
p
jn

(
Γp −ρp

)}
+(Γ j −ρ j)

(
Γn −ρn

))
+

1
9

δ
i
n

(
3
{

Γ j|m −ρ j|m −ρ
p
jm

(
Γp −ρp

)}
+(Γ j −ρ j)

(
Γm −ρm

))
.

(7)

2. Conclusion

In this research, we studied solids determined by 3D-surfaces. With respect to the deformation
tensor (5), we obtained the corresponding invariants of Thomas and Weyl types as in [1]. From the
invariant W i

jmn, the generalized Einstein tensor for surface r was obtained. In this tensor, and with
respect to definitions in [3], we recognized impacts of structures σ j and F i

k in our results.
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Abstract

It is known that many civil engineering structures are made from concrete, such as smart
pavements, railways, bridges and building. Many of them may be exposed to severe
environmental conditions during serviceability limit state. The temperature effects, as one of the
environmental conditions, is often the cause of damage to concrete plates. By incorporated
different agents and fibers to concrete mixture, the concrete structures may be monitored,
controlled and healed against temperature damage. The material behavior of such mixture may
generally be described by functionally graded materials (FGM) material models. To the author’s
best knowledge, there has been no study in the literature regarding thermal buckling of FGM
plates resting on elastic foundations using LW theory of Reddy. Therefore, in this study the
thermal buckling analysis of functionally graded plates resting on elastic foundation is modelled
using one–parameter Winkler’s and two–parameter Pasternak’s model.  The mathematical model,
based on Layer wise theory of Reddy, assumes layer wise variation of in plane displacements and
constant transverse displacement through the thickness, non–linear strain displacement relations
(in von Karman sense) and isotropic nonhomogeneous thermo–mechanical material properties.
The material properties of FGM plates are assumed to be constant in xy–plane and vary through
the thickness by a power law function in terms of the volume fraction of the constituents. The
principle of virtual displacement (PVD) is used to derive the weak form of linearized buckling
problem. The weak form is discretized using 2D nine–node Lagrangian isoparametric finite
element. The original MATLAB computer program is coded for finite element solution. The
influence of different parameters, such as temperature distribution, side–to–thickness ratio b/h,
aspect ratio a/b, power–low index n and elastic foundation parameters (kw, ks), are analyzed. The
accuracy of the numerical model is verified by comparison with the available results from the
literature and may be used in the design of smart concrete structures.

Key words: Thermal stability, elastic foundations, FGM plates, layer wise finite element;
MATLAB computer program
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1. Introduction

Many civil engineering structures may be exposed to extreme thermal environments, during
the manufacturing or service life. This results in various types of thermal loads producing thermal
stresses, which at certain level may cause the structure to buckle. The thermal buckling may be
undesired design phenomenon in structures such as railroad tracks, pipelines and concrete roads,
as well as nuclear reactors and aircrafts [1,2]. To reduce buckling temperature of such structures,
new class on materials have been recently used, which are functionally graded materials (FGMs)
[3].   The functionally graded materials (FGM) are high–performance heat–resisting materials,
initially applied in Japan in mid–1980s for space plane project [4]. They are microscopically
inhomogeneous materials, with smooth variation of mechanical properties from one surface to
another, this eliminating interface problems of composite materials and achieving smooth stress

Fig. 1. Thermal buckling of rectangular FGM plate resting on elastic foundations under temperature field

distribution [5]. This is achieved by varying the volume fraction ratio of constituent materials.
The constituent materials are usually metal and ceramics, where the ceramics serves for thermal
resistance, while metal gives high toughness. Furthermore, a mixture of ceramic and metal with a
continuously varying volume fraction can be easily manufactured [6].

The plates made of FGMs in highway and airfield pavement system are usually supported by
surrounding soil or elastic foundations. The elastic foundations may be modelled using either:
one–parameter or Winkler’s model, two–parameter or Pasternak’s model or using generalized
foundation model. Since the one–parameter Winkler’s model, described by linear elastic mutually
independent vertical springs, is unable to take into account the continuity or cohesion of the soil,
the two–parameter Pasternak foundation is suggested. The two–parameter Pasternak foundation
enables the nonuniform deflection of foundation structure, and thus more realistic response.

The mathematical models for thermal buckling of FGM plates resting on elastic foundations
are formulated using mostly equivalent single layer theories, which are Classical plate theory
(CPT), First-order shear deformation plate theory (FPT) or Higher-order shear deformation plate
theory (HSDT). Irwan et. al [7]  used FSDT to investigate static, free vibration and thermal
buckling of FGM plates. A finite element solution solution is derived, in order to study influence
of various parameters like sandwich plate schemes, plate geometric parameters and power low
index on deflections, stresses, frequencies and thermal buckling loads. Wafa et. al [5]  used CPT
and trigonometric shear deformation theory for thermal buckling of FGM plates resting on elastic
foundations. The elastic foundation is modeled using two-parameter Pasternak’s model. The
analytical solution is presented for plates under various loading conditions, plate geometry, as
well as foundation stiffness parameters.

After establishing the accuracy of the present LW model for linear and geometrically
nonlinear bending, vibration and buckling analysis of perfect and imperfect laminated composite
and sandwich plates subjected to thermo–mechanical load in authors previous papers [9–12], in
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this paper thermal buckling analysis of FGM plates resting on elastic foundations is further
investigated. The mathematical model assumes layer wise variation of in–plane displacements
and constant transverse displacement through the plate thickness, non–linear strain–displacement
relations (in von Karman sense) and linear thermo-mechanical material properties. The material
properties of FGM plates are assumed to be constant in xy–plane and vary through the thickness
by a power law function in terms of volume fraction of the constituents. The effective materials
properties are given by the rule of mixture. The governing finite element equations are derived
using Principle of virtual displacements (PVD). A 2D nine-node Lagrangian finite element is
used for the in-plane interpolation, while 1D two-node Lagrangian finite element is used for
interpolation through the thickness. The original MATLAB program is coded for the finite
element solution and is used to study the effects of side to thickness ratio, aspect ratio, power low
index and foundation stiffness parameters on critical buckling temperature. The accuracy of the
numerical model is verified by comparison with the available results from the literature.

2. Theoretical Formulation
A LW plate model may be composed of n layers, Figure 2. It is assumed that 1) layers have

continuous variation of material properties from one surface to another, 2) material of each layer
is isotropic and nonhomogeneous [8, 9, 10], 3) strains are small, 4) material is linear elastic, 5)
inextensibility of normal is imposed.

Fig. 2. Plate geometry and LW in–plane displacement field

2.1 Displacement field

The displacements components  321 ,, uuu  at a point  zyx ,,  of plate are expressed as [8]:

   1
1

  
N I I

I
u ( x, y,z ) u( x,y ) U x,y z

,

   2
1

( , , ) ( , ) ,
N I I

I
u x y z v x y V x y z


  

,

3( , , ) ( , )u x y z w x y . (1)

where  wvu ,,  are displacements of a point  0,, yx  on the reference plane, functions  I z are

1D linear Lagrange interpolation functions of thickness coordinates, while  II VU ,  are the

values of  21,uu  at the I–th plane.
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2.2 Strain–displacement relations

The strains associated with the displacement field (1) are given using von Karman's non–
linear strain–displacement relations:
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2.3 Constitutive equations

Fig. 3. Volume fraction cV  distribution along the plate thickness for different values of the volume fraction
index n

The plate is made from a mixture of ceramic and metal, where the rule of mixture is defined
as:

   e m c m cP P P P V z   (3)
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The eP  denotes the effective material properties of FGM plate, such as Young’s modulus E  and
thermal expansion coefficient  , while Poisson’s coefficient  is assumed to be constant. The
subscripts c and m denote the ceramic and metal, corresponding the material property of the

lower and upper surface of the plate, respectively. The cV  is volume fraction of ceramic. The
volume fraction is given by the power low distribution, in the thickness direction as, Figure 3:

 
n

c
z 1V z
h 2

   
  (4)

Where n denotes the power low index by which the gradation of the constituents is controlled

and may take the values  0,  . When the volume fraction exponent is 0 plate is fully made of
ceramic, and when the volume fraction exponent is 1 the variation of the volume fraction is
linear.

A linear elastic material behavior is considered. The stress–strain relations are given by the
generalized Hook’s law as:
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where ijQ  are elastic stiffness of FGM plate, given as:
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2.4 Temperature rise

The temperature rise analyzed in this paper, include nonlinear temperature rise for 1 , given
as:

  bott
T hT z z T
h 2

      
  ` (7)

where z  is the coordinate variable in the thickness direction measured from the middle plane of

the plate,  is nonlinear exponent and temperature difference is
top bottT T T   .

2.5 Equilibrium equations

The governing equations are derived using the principle of virtual displacements (PVD). By
performing the integration in the thickness direction, the virtual work statement for thermal
buckling problem of FGM plate resting on elastic foundations is given as:
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3. Finite element solution

Fig. 4. Finite element model of FGM plate

3.1 Displacement field

 The GLPT finite element consists of middle surface plane and I 1,N planes through the
thickness of the plate, Figure 4. The element requires only the 0C  continuity of major unknowns,
thus in each node only displacement components are adopted, that are  wvu ,,  in the middle

surface element nodes and  II VU ,  in the I-th plane element nodes. The generalized

displacements over finite element
e are expressed as:
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where        d d
T e Te e e e I I I

j j j j j j ju v w , U V  are displacement vectors in the middle

plane and I-th plane, respectively, and
e
j  are interpolation functions, for the j-th node of the

element
e , while

e
j    and

e
j    are given in [13].

3.2 Finite element model

The governing finite element equations are obtained by substituting displacement field (9)
into the virtual work statement (8). The set of homogeneous algebraic equations are solved as a
solution of following eigenvalue problem:
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          ee e e
F cr GK + K - ΔT K × d 0

(10)

where element stiffness, geometric stiffness and foundation stiffness matrices   eK ,   e
GK  and

  e
FK  are given in [12].

4. Numerical results and discussion

Fig. 5 Flowchart for finite element solution

 Using previously derived FEM solutions, an original computer program is coded using
MATLAB programming language Figure 5, for thermal buckling of simply supported FGM plate
resting on elastic foundations. The plate is subjected to nonlinear buckling temperature rise
( 3  ) and made of material:

Aluminum ( Al ): 6 0
m mE 70 GPa, 0.3, 23 10 1 / C     

Alumina ( 2 3Al O ): 6 0
c cE 380 GPa, 0.3, 7.4 10 1 / C     

The critical buckling temperature is presented in following form as 3
cr crT T 10   , while

foundation stiffnesses are given as 4 2
w sw c w ck k a / D , k k a / D  .

 The effects of plate geometry, given as side to thickness ratio a/h and aspect ratio a/b, is
presented on Figure 6 and Figure 7. The Figures show that the increase, i.e. decrease of critical
temperature of simply supported plate is due to increase i.e. decrease of plate stiffnesses. For
thick plates CLPT overestimates critical temperature and maximum error compared to present an
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HSDT model is 12% for a/h=4 and 24% for a/b=5.  The reason for this may be neglection of
transverse shear, as well as transverse normal stresses. As presented on Figure 8, the increase of
power low index n decreases the critical temperature, as a result of decrease of ceramic
constituent in plate mixture. The difference between the present and HSDT model is maximum

8% for n 10 . Finally, the influence of foundation stiffness parameters wk  and sk , are
presented on Figure 9, showing that two–parameter Pasternak’s model, has greater effect on
critical buckling temperature, compared to one–parameter Winkler’s spring model.

Fig. 6. Critical temperature for different values side to thickness ratio of a/h

Fig. 7. Critical temperature for different values of aspect ratio a/b
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Fig. 8. Critical temperature for different values of the volume fraction ratio n

Fig. 9. Critical temperature surface for different values of foundation parameters (𝑘𝑤, 𝑘𝑠)

5. Conclusion

Finite element solution is derived for thermal stability analysis of FGM plates resting on
Pasternak-Winkler elastic foundations. The original MATLAB program is coded, based on
numerical solution obtained using LW theory of Reddy. The results have shown close agreement
with the results from the literature. The limitation of neglecting shear deformation in CLPT is
verified. Also, the numerical model is shown that greater critical buckling load is obtained using
Pasternak’s model, compared to Winkler’s foundation model. This may be due to the fact that
soli-structure interaction is dominantly influenced by shear, reader than pure normal deformation
modes.
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Abstract:

Modern game engine platforms are increasingly used in the field of robotics due to their built-
in support for creating real-time simulation within an Extended Reality (XR) environment. This
research investigates the integration of game engine platforms into systems engineering processes
in the robotics domain. A novel method for the design of robotic manipulators, focusing on
actuator selection, based on robot motion simulation within game engine platforms using
integrated functionalities for joint torque calculation, is presented. The proposed robot model
integration methodology involves the use of a CAD-based robot model, the game engine’s
physics engine, and MATLAB Simscape as an intermediate modeling environment. This
approach enables appropriate actuator selection, verification of component dimensioning, and
accelerates the design process. The proposed approach offers a cost-effective and flexible
alternative to traditional simulation environments and offers enhanced immersive visualization of
robotic systems through XR technologies. The simulated joint actuator torques are verified using
MATLAB Simscape for a 6-DoF articulated robot model.

Key words: robot, design, game engine, Unity, actuator, dynamics.

1. Introduction

The number of technologies that employ industrial robots to increase the level of automation
in production processes is constantly increasing [1]. Flexible robotic systems can adapt to a
variety of tasks and products, making them particularly advantageous for high-mix, low-volume
manufacturing [2]. There is a high demand for the development of robotics and automation
solutions that are less expensive, safer, easier to install and re-program [3-4].

The development of robotic systems requires an iterative engineering approach with system
simulation integrated as a part of this process. The numerical simulation of robot dynamics is
widely diffused in research, industrial and education contexts, where it is used to support the
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design of new devices, trajectory validation, and comparison of different actuation and control
systems [5]. 3D virtual simulators for robots are often used in the design and validation of robotic
trajectories and are also integral to system engineering tasks. Dedicated robot simulation software
can be categorized based on their functionality and integration level into: 1) frameworks and
libraries that serve primarily as dynamics engines [6–7]; and 2) standalone simulators that offer
complete simulation environments [8–9]. Although not a dedicated robot simulation tool,
MATLAB Simscape [10] is a general-purpose physical modeling environment that has been
extensively adopted for robotic system simulation due to its robust integration with
MATLAB/Simulink and its ability to model complex multibody dynamics [5, 11-12].

The development of game engines and the enhancement of their computational and
visualization features have led to their increasing usage in research involving robotics and
multibody system simulation. Modern game engines such as Unity [13] and Unreal Engine [14]
offer comprehensive toolsets and built-in features that enable the efficient development of real-
time, immersive, and interactive robot simulation environments within the robotics domain [2-3,
15-16].

In this paper, a novel methodology for robot design based on the integration of a robot CAD
model, MATLAB Simscape which serves as an intermediate environment for converting the
robot dynamic model into a URDF format [17] compatible with Unity, and Unity’s built-in
physics engine is presented. The proposed model integration and motion simulation is used within
the drive selection problem. The primary motivation for using the Unity software lies in its native
support for Extended Reality (XR) development, which enables superior immersive visualization
and interactive capabilities. 6DoF desktop articulated robot AD100 [18] is used for methodology
verification.

2. Proposed methodology

The methodology proposed in this study aims to simulate the motion of an articulated robot
and accurately compute the joint torques required to execute a predefined robot trajectory
(addressing the robot inverse dynamics problem) in the Unity game engine based on the
integration of a CAD model of a robot, and using Unity software’s physics engine and its
components. To facilitate the accurate transfer of robot geometry and physical parameters from
the CAD environment to Unity, the robot model was processed through MATLAB Simscape
software, and exported to Unity-compatible file format using the corresponding add-on.

Unity provides real-time feedback on the behavior of the robotic system via its physics
engine. A physics engine is a software component or framework designed to simulate physical
systems within a virtual environment. Physics engines are based on mathematical models that
enable interactions between physical bodies in the virtual environment in a manner equivalent to
those in the real world [19]. Unity’s built-in physics engine is the Nvidia PhysX engine [20]. For
the purpose of robotic research and with the intention of being used for realistic physical
behaviors in the context of industrial applications simulation, in addition to standard rigid body
dynamics, NVIDIA PhysX SDK offers the reduced coordinate articulations feature based on
Featherstone’s Articulation Body Algorithm (ABA) for forward dynamics computation [15, 21].
Its Articulation Body class [22] is used in this study for a robot’s dynamic model integration, i.e.
the configuration of a robot as an open kinematic chain consisting of rigid bodies and revolute
joints. Articulation Body class enables the building of physics articulations such as robotic arms
with GameObjects that are hierarchically organized.

Herein, the complementary simulation environment MATLAB Simscape is used as an
intermediate environment for converting the model into a URDF format. URDF (Universal Robot
Description Format) [17] is an open-source standard of XML type equipped with elements and
attributes specific to robot kinematic and dynamic structure. The Articulation Body component in
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Unity automatically retrieves all necessary kinematic and dynamic parameters from the URDF
file, enabling accurate reconstruction of the robot model within the Unity environment.
SolidWorks [23] is used to design a 3D robot model as it allows model exportation to the URDF.
Each link and joint is modeled with mass properties, dimensions, and constraints. Using the
Simscape Multibody Link add-on [24], the mechanical assembly is exported directly to
MATLAB Simscape in the form of an XML file with associated geometry, which ensures that the
multibody system used for simulation maintains mechanical fidelity to the physical design,
including link inertias, centers of masses, and joint configurations, Figure 1.

Fig. 1. Robot AD100 CAD model in SolidWorks, Simscape and Unity environment.

 URDF file is generated from the MATLAB Simscape model and imported into Unity via the
URDF Importer plugin [25]. The Articulation Body’s function GetDriveForces [26] allows access
to the torques generated by each joint during the robot's motion.

3. Simulation setup and results

3.1 Simulation setup

6DoF articulated robot AD100, Figure 2, is used for the proposed methodology verification
used in this research. A detailed 3D model of the AD100 robotic arm was developed in
SolidWorks, with particular emphasis on assigning appropriate material densities to the actuators
and structural segments, ensuring that the model accurately reflects both geometric and physical
parameters.

Given a sequence of target positions (robot program instructions), the motion trajectory of the
robot’s Tool Center Point (TCP) is generated by the robot’s joint motions using a dedicated
trajectory planning algorithm based on the solution of the inverse kinematics problem. The
trajectory planning algorithm implemented within the Unity-based application for robot AD100 is
described in [27]. The trajectory is generated using polynomial interpolation, providing smooth
transitions with continuous velocity and acceleration profiles.

Articulation Body class integrates a built-in control algorithm via the XDrive variable [28].
Consequently, robotic motion in Unity is governed by applied torque values, rather than by
specifying joint-space coordinates as in Simscape. The tuning method of XDrive control
parameters is presented in [15]. The “GetDriveForces” function returns the torques applied by
the joint drives in the Unity simulation environment. Since the robot motion simulation in Unity
is executed in discrete steps, the joint torques obtained using the
ArticulationBody.GetDriveForces function can exhibit high-frequency noise. To reduce this
effect and obtain smoother torque profiles, a low-pass filter was applied to the raw data in this
study.

Besides the intermediate environment for robot model integration into Unity, MATLAB
Simscape is used in this research for methodology verification, i.e. for comparison of the obtained
joint torques in Unity for the given robot trajectory. Using the Simscape toolbox within the
Simulink environment, joint torques can be directly obtained based on predefined robot
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configurations. As the simulation progresses, MATLAB Simscape computes the required torques
at each joint through inverse dynamics, accounting for gravitational forces, inertial effects, and
internal constraints. The block diagram illustrating the system implementation is shown in Figure
3. The trajectory planner based on the inverse kinematics solution for the AD100 robotic arm [27]
implemented within the Unity application was also used in the Simscape simulation setup.

Fig. 2. 6DoF desktop robot arm AD100 [27]

Fig. 3. Simulation block diagram in Simscape

The predefined robot motion, specified through motion instructions, and within the Unity
software, is illustrated in Figure 4.
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Fig. 4. Programmed robot motion

3.2 Simulation results

The dynamic simulation of the AD100 robot was conducted in both MATLAB Simscape and
Unity using an identical joint-space trajectory, enabling a direct comparison between the torque
results in the two simulation environments. Special attention was given to the torque behavior of
Joint 2, which typically exhibits significant dynamic load due to its position within the kinematic
chain. For programmed motion given in Figure 4, the trajectory of Joint 2 is given in Figure 5.
Figure 6 shows a side-by-side comparison of the torque profiles for Joint 2 obtained from
MATLAB Simscape (left) and Unity (right). The articulation drive forces from the Unity
simulation setup exhibit an identical temporal structure to the MATLAB Simcape-computed
torques. Key features, such as peak torque intervals and zero-crossing points, align closely
between both simulations. This suggests that, when the robot dynamics parameters in Unity
(links’ centers of mass, inertias) are properly tuned using a CAD model-based URDF file, the
simulation can serve as a practical tool for approximating torque demands.

Fig. 5. Motion of the second joint based on given instructions
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Fig. 6. Joint 2 torque obtained from MATLAB Simscape (left) and Unity (right)

4. Discussion

For the adequate dimensioning of the actuators and the robot links, information about the
torques in the joints during movement is of essential importance. The presented approach
demonstrates the potential of integrating game engine platforms for system engineering to support
the design and early-stage evaluation of robotic manipulators. A key advantage of Unity and
similar game engine platforms over conventional simulation environments lies in their native
support for Extended Reality (XR), which enables advanced visualization features, for example,
full-scale Augmented Reality (AR) representations of robots within their intended workspaces,
Figure 7. It is possible to analyze the kinematic structure, robot motion, and workspace
limitations before physical prototyping visually and spatially accurately in robots’ workspace.
The ability to iteratively test various configurations and robot designs in the game engine
environment provides flexibility and reliability. This method particularly benefits early
conceptual phases, where critical design decisions such as link lengths, joint ranges, or base
configuration can be validated.

Fig. 7. Photo capture of augmented and real robot AD100 in designed robot programming Android app

Despite the growing interest in utilizing game engines for applications in robotics and
multibody system simulation, the majority of existing resources are practice-oriented, with
relatively few peer-reviewed scientific studies offering systematically defined methodologies and
procedures for their integration into robotics research frameworks. This can be attributed to the
free and open-source nature of the plugins, the multidisciplinary nature of such implementations,
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and the perception that game engines lack the scientific rigor required for high-precision robotic
applications. However, this research shows that if an accurate robot model is imported into Unity
(for which URDF file generated using MATLAB Simscape is used herein which allowed for
precise transfer of geometric and physical parameters), Unity and its physics engine built-in
functions can be used for reliable joint torque simulation, and consequently proper actuator
selection.

5. Conclusions

This paper proposes a system engineering framework for the design of robotic manipulators
and their actuator selection using interactive game engine platforms. The developed methodology
integrates CAD modeling, MATLAB Simscape as an intermediate modeling environment, and
Unity as a simulation platform that supports real-time robot motion simulation and immersive
XR-based visualization. The use of MATLAB Simscape for importing the CAD model and
converting it into a URDF file enabled the accurate transfer of mechanical properties into Unity.
The native XR support in Unity enables full-scale visualization of the robot within its intended
workspace, offering a distinct advantage over traditional simulation tools. The presented method
supports the virtual verification of geometrical, kinematic, and dynamic properties and actuator
selection, enabling early-stage decision-making in the development process and reduces the need
for physical prototypes.
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Abstract:

Penetration mechanics, a subfield of terminal ballistics, examines the impact of projectiles
(penetrators) on targets (obstacles) [1–3]. This study investigates the ballistic impact of fragment-
simulating projectiles (FSPs) on homogeneous steel plates, a topic relevant to assessing the
efficiency of fragmentation warheads and projectiles, as well as target vulnerability and
protection. Three complementary approaches—experimental, analytical, and numerical—are
employed to analyze the penetration process.

Extensive experimental research has been conducted [4, 5] and supplemented with new
results. Two steel target plates, 1.25 mm and 2.20 mm thick, were perforated using blunt,
deformable cylindrical projectiles with a diameter of 4.70 mm and two distinct masses—1.090 g
and 1.912 g. Given the geometric characteristics and material properties of both the penetrator
and the target, the dominant penetration mechanism was identified as plugging. Impact and
residual velocities of the FSPs were measured, alongside the geometric properties of deformed
penetrators and perforation holes in the target plates.

Various analytical models describing the plugging perforation process were examined.
Additionally, a numerical model was developed in Abaqus using a Lagrangian framework with
explicit time integration. The Johnson-Cook constitutive and failure models were employed to
characterize dynamic stress and material failure. The analytical and numerical results were
validated against experimental data, showing good agreement. This validation enables key
conclusions regarding the influence of penetrator mass on residual velocity and provides an
evaluation of the ballistic limit velocity.

Key words: penetration mechanics, perforation, plugging, fragment simulating projectile,
ballistic limit velocity, numerical simulation
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Abstract:

A mechanical system with two DoFs is considered which contains two absolute rigid bodies.
These bodies are connected by a weightless viscoelastic rod that can be stretched or compressed.
Each body can move translationally along a fixed straight line parallel to the rod. A control force
limited in magnitude is applied to one of these bodies. The force is directed along the rod. Time-
continuous piecewise linear (trapezoidal) control is constructed that transfers the system from one
equilibrium position to another within the time close to the minimum possible. The constructed
control allows for avoiding unwanted vibrations in the system. Besides, it is robust in terms of the
rod damping and stiffness parameters.

Key words: control, trapezoidal control, robustness, unwanted vibrations

1. Introduction

Time-optimal control of mechanical systems, as a rule, induces vibrations in these systems
(sometimes, quite intensive) during the transient process. A vast literature (e.g., [1-3]) is
dedicated to the problem of construction of a sub-optimal control that would allow for mitigation
or prevention of such oscillations. In the present work, a method for construction of a time-
continuous suboptimal control law is proposed that prevents occurrence of vibrations in
mechanical systems of a certain type during the transient process.

2. Problem Statement and Results

Two rigid bodies can move along the abscissa axis. The bodies are connected with a
weightless linear viscoelastic rod (Fig. 1). The control force F is applied to the first body and is

limited in magnitude: 0FF . The purpose of the control is to move the system from one
equilibrium position to another without unwanted vibrations and quickly enough.
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Fig. 1. Scheme of the considered system.
Instead of the time-optimal control, which in this case is of “bang-bang” type, we use a

“trapezoidal” control (Fig. 2). The duration   of the segments where the control F  changes
linearly with time equals to the natural period of vibrations of the system. Duration of segments
where the control reaches maximum/minimum values is determined by the distance L  between
equilibrium positions. One can readily show that, in this situation, no vibrations appear during the
transition process. Besides, the difference between the total time   of the process and the time

optt  given by the time-optimal control is smaller than  .

Fig. 2. Trapezoidal control.

An example of numerical simulation is shown in Fig. 2 for the case when there is no damping
in the rod (red lines correspond to the trapezoidal control, and black ones, to the time-optimal
control). Calculations are performed in normalized variables (the length of the non-deformed rod
and the natural frequency of the rod were used for the normalization).

Fig. 3. Numerical example: a) normalized relative distance �x between bodies vs. time; b) normalized

relative speed x  of bodies vs. time.

The proposed control allows for prevention of relative oscillations of bodies of the system.
The process time is larger than the optimal one, but the difference is not very large.

In numerous works ([1-2], etc.), prevention of unwanted oscillations is ensured by
discontinuous control law. The analysis of possibility to use alternative smooth control methods
(such as MPC) remains an object for future research. Performed numerical calculations show also
that the trapezoidal control is less sensitive to the variation of parameters of the system (such as
stiffness and damping of the rod) than the time-optimal control.

3. Conclusions

The constructed “trapezoidal” control allows for mitigation of unwanted vibrations in some
mechanical systems (both during the transition process and after its end) and is robust with
respect to the change of values of system parameters. As a future work, it is planned to validate
the proposed control approach experimentally.
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Abstract. This study investigates the dynamic behavior of a trough of a vibratory conveyor. The 
main focus is on modeling the motion of the trough, analyzing the forces acting on the system, 
and assessing the spring stiffness and deflections under operational conditions. Using theoretical 
modeling based on the theory of elasticity and rigid body mechanics mechanics, the dynamics of 
the system are described, and the differential equations of motion for a single-degree-of-freedom 
oscillator are derived. A finite element analysis inside Solidworks Simulation package is performed 
to observe the motion of the vibratory trough. Orthogonal displacements of the centre of mass of 
the vibratory trough were observed. Simulation results are provided and discussed accordingly at 
the end of this paper. The findings suggest that the axial displacement of the trough is couple or-
ders of magnitude smaller than its transversal displacement, allowing for a simplification in further 
modeling. This study provides valuable insights into the design and operation of electromagnetic 
vibratory conveyors, contributing to the optimization of spring stiffness and system stability for in-
dustrial applications.

Keywords: Vibratory motion, Vibratory conveyor, Clamped beam, Composite leaf spring, 
FEA Simulation.

1. Introduction

Vibratory conveyors are advanced devices that utilize oscillatory motion to efficiently 
transport materials along predefined paths. These systems are widely used across various 
industrial sectors, including the food, pharmaceutical, chemical, mining, and materials processing 
industries [1]. For instance, Fig. (1(a)) illustrates how KMG Systems has addressed the challenge 
of internal material transport and precise dosing at the output [2]. These conveyors are particularly 
suitable for handling fine, granular, or powdery materials, as their vibrations facilitate a 
continuous and uniform flow without blockages.

A drawing of a vibratory conveyor is given in Fig. (1(b)), with its most significant elements an-
notated. The heaviest component is the massive base (Fig. (1(b)), 1), which is usually made of cast
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iron to further suppress vibrations originating from the actuator (Fig. (1(b)), 2). The vibratory actua-
tor sets the vibratory trough (Fig. (1(b)), 3) into motion, propelling or sliding the conveyed material.
The trough is connected to the massive base by a set of composite leaf springs (Fig. (1(b)), 4), which
form an angle α with the vertical axis. This angle does not exceed 45◦, but the vibratory process is
most effective when it is around 20◦ [1]. The transverse motion of these leaf springs defines the vi-
bratory motion of the trough, which is attached to their vibrating ends, Q and S. Their other ends, at
points P and R, are clamped to the massive base, which is further supported by a set of viscoelastic
damping elements (Fig. (1(b)), 5) that suppress vibrations and isolate the vibratory conveyor from
its surroundings.

(a) A vibratory conveyor used in food industry (b) An equivalent drawing of a vibratory conveyor with its
most significant elements

Figure 1: A vibratory conveyor

There are two types of actuators: mechanical, which is driven by a camshaft, and electromag-
netic. In modern applications, electromagnetic actuators are preferred because they offer better
control and enable precise dosing of material. An electromagnet sets the armature into motion
through electromagnetic force acting on it. Since the armature is rigidly connected to the vibra-
tory trough, the trough is actuated in the same manner. Additionnally, electromagnetic actuators are
more energy-efficient because they can be more easily tuned to the conveyor’s natural frequency [1].
Additionally, electromagnetic vibratory actuators can be digitally controlled and tuned to excite the
vibrating elements at specific times and/or positions. For example, the authors in [3] introduce
a small impulse after each oscillation cycle, supplying just enough energy to maintain resonance,
which minimizes energy dissipation. Moreover, various sensors can be attached to track the kine-
matic properties of the trough (displacement, velocity, and acceleration) and integrate complex con-
trol systems with feedback from sensor measurements [4].

To successfully implement a control algorithm, one must have a mathematical model of the
desired machine. A vibratory conveyor is a complex system composed of various elastic and vis-
coelastic elements. Additionally, the effect of the transported load presents a complex challenge, as
the conveyed material, which typically has a granular structure, must be modeled according to its
vibro-rheological properties [5].

This paper focuses on the forces acting on the vibratory trough during its oscillatory motion. In
the second section, its motion will be analyzed with the help of a free-body diagram. A discussion
will be presented to explain the types of motion exhibited by the vibratory trough, along with the
conditions required for each type. The corresponding differential equations of motion will also
be provided. In the third section, a Finite Element Analysis (FEA) using SolidWorks simulation
software will be conducted to assess the influence of forces acting along the length of the composite
leaf springs. Simulation results will be presented at the end of the third section and discussed
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accordingly.

2. Motion Analysis of the Vibratory Trough

The vibratory trough from Fig. (1) is extracted, and its interactions with other components are
replaced with the corresponding reaction forces and moments. Figure (2) represents a free-body
diagram of the vibratory trough. Its mass is denoted as mK , with the corresponding center of mass
located at point K. The effect of gravity is represented by the gray vector mK

#—g .
As stated in the introduction, modeling the conveyed medium is a complex task, and in the

general case, its effect on the vibratory trough’s surface cannot be expressed analytically. Typically,
this effect is derived from experimental investigations or statistical mechanics [5]. Let us assume
that the effect of the conveyed load is summarized by the main force vector

#—
F R (purple), which acts

at point R and has a time-dependent angle of attack β .
Electromagnetic vibratory conveyors are designed so that their excitation force vector

#—
F E is

perpendicular to the potential movement of the tip of the leaf springs. That is, it is collinear with
the assumed rectilinear motion of the vibratory trough. Although the electromagnetic force acting
on the electromagnet’s armature is volumetric, its effect is represented as a force applied at point
E, where the armature is rigidly connected to the trough. Due to the nature of electromechanical
energy transduction, in a standard electromagnet configuration, this force is always attractive [6].

Figure 2: A free-body diagram of the vibratory trough during its vibratory motion

In the general case, the vibratory motion of the trough can be simplified to a two-dimensional
planar motion. Leaf springs are clamped to the trough at points Q and S. Typically, their reactions
can be expressed as a set of orthogonal reaction forces and a bending moment. Given that composite
leaf springs can be represented as a transversely vibrating beam [3], the reaction forces and moments
at these two points can be represented as vectors opposite to those experienced by the transversely
vibrating beam at its foundation, i.e., its base.

For a coordinate system with axes as presented in Fig. (2), the directions of the reaction forces
and moments are defined according to [7] and [8] for a potential positive displacement along the
y-axis. The green vectors

#—
Y Q and

#—
Y S represent reactions along the y-axis, whose magnitudes cor-

respond to the shear forces in the leaf springs at their vibrating ends Q and S. These forces tend to
restore the system to its equilibrium position. Positioned orthogonally to them are the forces

#—
Z Q

and
#—
Z S (orange), which correspond to the axial forces in the leaf springs at their respective moving

ends Q and S. Additionally, since the moving ends of the leaf springs are clamped, they experience
a bending moment at these points. Equal in magnitude but opposite in direction are the reaction
moments

#—
MQ and

#—
MS, which the vibratory trough experiences when displaced from its equilibrium
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(rest) position. These moments are oriented along the positive x-axis and are marked in red in
Fig. (2). For the given set of forces, one can write the following vector equation:

mK
#—a K = mK

#—g +
#—
F R +

#—
F E +

#—
Y Q +

#—
Y S +

#—
Z Q +

#—
Z S , (1)

where #—a K represents an acceleration of the point K. Also, one can write a moment equation around
axis Kx, as follows:

[JK ]
#—
ε =

#  —
KR× #—

F R +
#   —
KE × #—

F E +
#   —
KQ× #—

Z Q +
#   —
KQ× #—

Y Z +
#  —
KS× #—

Z S +
#  —
KS× #—

Y S +
#—
MQ +

#—
MS , (2)

where [JK ] represents tensor of inertia the vibratory trough and #—
ε is angular acceleration of the

vibratory trough. Furthermore, if the vector equation given by Eq. (1) is decomposed alongside y
and z axis:

y : mK ÿK =−mKgsinα −FR cosβ −FE −YQ −YS (3)

z : mK z̈K =−mKgcosα −FR sinβ +ZQ −ZS (4)

Given that the motion of the vibratory conveyor can be represented as a two-dimensional planar
motion, hence the x-components of the positions vectors from Eq. (2) are set to zero. The vectors
defining the positions of significant points relative to the trough’s center of inertia have the following
components in the Kxyz coordinate system:

#  —
KR =


0

KRy

KRz

 #   —
KE =


0

KEy

KEz

 #  —
KS =


0

KSy

KSz

 #   —
KQ =


0

KQy
KQz

 (5)

If we calculate the vector products from Eq. (2) and substitute the values from Eq. (5) into
Eq. (2), the following scalar equation is obtained:

JKxϕ̈ = KRz ·Rcosβ −KRy ·Rsinβ +KEz ·FE

+KQz ·YQ −KSz ·YS −KQy ·ZQ −KSy ·ZS −MQ −MS , (6)

where JKx represents the axial moment of inertia for the central x-axis, and ϕ̈ represents a component
of angular acceleration #—

ε along the x-axis. Consequently, the angle ϕ defines the angle of rotation
of the vibratory trough during the operation of the vibratory conveyor.

In the general case, the vibratory trough, represented by a simple free-body diagram in Fig. 2,
performs planar motion in the vertical plane. In other words, it is free to move along the y and z
axes and rotate around the x-axis of the coordinate system Kxyz. A simplified version of the drawing
from Fig. 1(b) is shown in Fig. 3(a).

(a) Initial position of the conveyor (b) Translatory motion (c) Rectilinear motion

Figure 3: Different forms of motion of the vibratory trough
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At the initial moment, this mechanical structure can be represented as a parallelogram with its
vertices at points P, Q, R, and S. For simplicity, let us introduce the following notation for the
lengths of the sides of the parallelogram:

PR = dB QS = dK PQ

)

= l1 RS

)

= l2 , (7)

where (·) denotes a straight line and (·)

)

denotes the length of an arc, since composite leaf springs
deform under transversal load. The physical interpretation of the lengths mentioned in Eq. (7) is
as follows: l1 and l2 are the lengths of the composite leaf springs, while dB and dK represent the
distances between their clamping points in the base and in the trough, respectively. Given that
the base and the trough can be considered as rigid bodies, and that their strains can be assumed
to be zero under standard forces experienced by the vibratory system during operation, it can be
concluded that dB = dK = const..

2.1 Translatory motion of the vibratory trough

Following on, considering that composite leaf springs are not rigid bodies, their shape (length) is
defined by expressions from the theory of elasticity and/or continuum mechanics. The deflection
of a transversely loaded beam is a function of its material characteristics, namely Young’s modulus
of elasticity E and density ρ , as well as its dimensions, namely length L and cross-sectional area
A = b ·h (from which the axial moment of inertia about the bending axis is also derived) [7]. Also,
the deflection is a function of the transverse force that it experiences. Hence, the total length of
the leaf spring is a function of all the physical quantities mentioned above. However, if we assume
that these two bodies have the same mechanical characteristics (E and ρ), i.e., that they are made
of the same material and that they are manufactured with the same dimensions (L, b, and h), and
experience the same distribution of transverse force (

#—
F E), we can conclude that, for the purposes

of this analysis, the lengths of the two springs, even in the deformed shape, can be assumed to be
equal. Therefore, we can write that l1 = l2. Despite the fact that, in the general case, l1 and l2 are
not straight lines, given that they share the same length, the parallelogram from Fig. (3(a)) keeps its
horizontal sides parallel. Hence, it performs a translatory motion like the one depicted in Fig. (3(b)).

Given that the trough performs a translatory motion, it does not have an angular acceleration #—
ε ,

and Eq. (6) can be equated to zero. Furthermore, if we assume that the main reaction vector from
the conveyed load

#—
R is known, we are left with eight unknowns: ÿK , z̈K , YQ, YS, ZQ, ZS, MQ, and MS

(given that ϕ̈ = 0). With only three equations, this system is undetermined. Even if we focus on the
motion of the empty vibratory trough (R = 0), we are left with far more unknowns than equations.
This form of motion can’t be solved analytically, but it can be solved numerically using transient
FEA simulations for small time increments.

In Fig. (3(b)), the red dashed curve represents the trajectory of the moving end of the composite
spring. Taking into account that both springs perform identical motion and the trough is a rigid
body, its center of mass will follow along a similar trajectory. The curvature of the trajectory is
exaggerated to emphasize the fact that it is not a straight line. In real situations, the curvature is
much smaller, so that under certain circumstances, the trajectory around the equilibrium points can
be approximated with a straight line [3].

2.2 Rectilinear motion of the vibratory trough

Under normal working conditions, the optimal spring deflection (amplitude of vibration) does not
exceed 1 mm for electromagnetic vibratory conveyors [9]. Given that the usual lengths of com-
posite leaf springs used for vibratory conveyors exceed 100 mm [10], it can be approximated that
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l1 = l2 ≈ const. Such approximations are also introduced for small deflections of beams (y ≪ l),
where the neutral line of the beam remains the constant length, but the ends of the beam are sub-
jected to deformation [7], [8].

Motion of the trough relative to the base is considered to be rectilinear oscillatory [3]. Some
authors go even further and approximate the whole vibratory system as a single degree-of-freedom
oscillator [11]. Therefore, the motion of the vibratory trough can be represented as a rectilinear
back-and-forth vibratory motion, like the one depicted in Fig. (3(c)), where the blue dashed line
represents the trajectory of the moving end of the composite spring. Like in the previous case, the
center of mass of the vibratory trough will follow along a similar trajectory.

For relatively small deflections, a composite leaf spring with high slenderness ratios can be mod-
eled as an Euler-Bernoulli beam that has both of its ends clamped [12]. One can write expressions
for bending moments and shear forces at its foundations, as a function of deflection w(t) along the
y axis. The forces and moments that the vibratory trough experiences are equal in intensity but have
opposite directions. Therefore, the following expressions for the intensities of the reaction forces
and moments at the clamping points Q and S are obtained from the literature [7]:

YQ =
12EIwQ(t)

L3 MQ =
6EIwQ(t)

L2 YS =
12EIwS(t)

L3 MS =
6EIwS(t)

L2 , (8)

where E is Young’s modulus of elasticity, I is the axial moment of inertia for the bending axis, wQ

and wS are the deflections along the y-axis at the corresponding points, and L is the length of the
composite leaf spring. Following this, if we substitute the expressions from Eq. (8) into Eq. (3), we
obtain the equation of motion for the center of mass of the vibratory trough:

mK ÿK =−mKgsinα −FR cosβ −FE − 12EI
L3 wQ − 12EI

L3 wS (9)

The last two terms in Eq. (9) indicate that the observed system comprises two parallel springs with
equal stiffness. If the considered vibratory system has up to n composite leaf springs, the total
stiffness of the system will be equal to ke = n · 12EI

L3 , assuming that the springs are identical.
Taking into account that the trough moves in rectilinear motion, the deflections of points Q and

S along the y-axis (wQ and wS) are equal to the y coordinate of the trough’s center of mass in the
Kxyz coordinate system. Rearranging the elements from the previous equation, we obtain the final
form of the differential equation of a single degree of freedom oscillator:

mK ÿK +
24EI

L3 yK =−mKgsinα −FR cosβ −FE , (10)

where the coefficient 24EI
L3 represents the total stiffness of the observed system, ke. The left side of

Eq. (10) then represents the external disruptive forces that act on the system. Following this, if the
values from Eq. (8) are substituted into Eq. (4) and Eq. (6), and after rearranging the elements, given
that z̈K = 0 and ϕ̈ = 0, the following system of equations is obtained:

ZQ −ZS = mKgcosα +FR sinβ (11)

KQy ·ZQ +KSy ·ZS = FR
(
KRz · cosβ −KRy · sinβ

)
+KEz ·FE

+KQz
12EI

L3 wQ −KSz
12EI

L3 wS −
6EI
L2 wQ − 6EI

L2 wS (12)

From Eq. (11), it follows that:

ZS = ZQ −mKgcosα −FR sinβ , (13)
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and substituting Eq. (13) into Eq. (12), given that wQ ≡ wS = yK , the following expression is
obtained:

KQy ·ZQ +KSy (ZQ −mKgcosα −FR sinβ ) = FR
(
KRz · cosβ −KRy · sinβ

)
+KEz ·FE

+
12EI

L3

(
KQz −KSz −L

)
yK , (14)

from where it follows that:

ZQ
(
KQy +KSy

)
= FR

(
KRz cosβ −KRy sinβ

)
+KEz ·FE

+
12EI

L3

(
KQz −KSz −L

)
yK +KSy (mKgcosα +FR sinβ ) , (15)

what leads to the final expression for the reaction in point Q along the z-axis:

ZQ =
1

KQy +KSy

[
FR

(
KRz cosβ +

(
KSy −KRy

)
sinβ

)
+KEz ·FE

+
12EI

L3

(
KQz −KSz −L

)
yK +KSymKgcosα

]
. (16)

Substituting the expression from Eq. (16) into Eq. (13), after the simplification, leads to the final
expression for the reaction in point S along the z-axis:

ZS =
1

KQy +KSy

[
FR

(
KRz cosβ −

(
KRy +KQy

)
sinβ

)
+KEz ·FE

+
12EI

L3

(
KQz −KSz −L

)
yK −KQymKgcosα

]
. (17)

From expressions for ZQ and ZS given in Eq. (16) and Eq. (17), several conclusions can be drawn
regarding the intensity of these two axial forces. Since the term (KQy −KSy) appears in the de-
nominator, the proposed axial forces are inversely proportional to the distance between the springs’
clamping points Q and S. As this distance increases, the magnitudes of these forces decrease pro-
portionally. The numerator (inside the square brackets) consists of multiple components, leading to
the following conclusions:

• Vertical component of the force
#—
F R is proportionally split between axial forces, in accordance

to the position of the attack point of the load’s result vector relative to clamping Q and S.

• The effect of the excitation force
#—
F E is identical in both forces and it’s proportional to the

vector’s displacement from the trough’s centre of mass.

• Given that composite leaf springs oscillate around the equilibrium point, their stiffness can
be linearized around them. Hence the effect of the springs’ stiffness on the axial forces is
proportional to the trough’s displacement yK .

• The effect of the vibratory trough’s weight is proportionally split between the axial forces, in
accordance to corresponding forces’ directions.
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3. FEA Simulation

In order to assess the nature of motion of the vibratory trough, an FEA simulation was performed
inside SolidWorks Simulation package. For the purpose of the simulation, a simplified CAD model
of the vibratory trough was designed (Fig. 4(a)), with its most important components such as: 1)
Massive base; 2) Vibratory trough; 3) Composite leaf springs. For the stationary massive base, the
chosen material is standard cast iron, and the material of the trough is aluminum. The total mass of
the trough is approx. 3.5 kg. Composite leaf springs resemble the ones found inside the laboratory of
the Institute Mihajlo Pupin. The mechanical properties of the material that comprise the leaf springs
used in the simulation are listed in Table (1). These values are taken from the manufacturer’s web
page [10] and used to generate a new material for the purposes of the FEA simulation. Dimensions
of the springs are b×h×L = 150×5×150 mm.

Mechanical property Value

Flexural strength [MPa] 932 ± 5%
Tensile strength [MPa] 800 ± 5 %

Compressive strength [MPa] 724 ± 5%
Modulus of elasticity [MPa] 28000

Poisson’s ratio 0.074
Mass density [g/cm3] 1.8

Table 1: Mechanical properties of the S-Ply Yellow composite leaf spring

Constraints and external loads are also needed for the purpose of the simulation. Green arrows
on Fig. (4(b)) represent translational constraints of the base. Given that the base is considered
stationary, its motion is restricted in all three directions. The effect of the conveyed mass is modeled
with the help of the Remote Load/Mass feature inside the SolidWorks Simulation interface. It is
shown on Fig. (4(b)) with pink lines. The considered additional mass is equal to 500 g. Following
on, blue lines on Fig. (4(b)) represent the electromagnetic excitation force that acts on the vibratory
trough. For the purpose of the simulation, the force is modeled as an impulse with a magnitude of
1500 N, after which the trough continues to perform free vibrations. The effect of the gravitational
forces is also taken into account. The direction of the gravitational pull is shown with a red vector
on Fig. (4(b)).

3
3

2

1

(a) Simplified CAD model used for FEA (b) Constraints and External loads used for FEA

Figure 4: CAD modelling of the vibratory process
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A chosen time step for this transient nonlinear dynamic analysis is 1 ms. With a total of 401
steps, the simulation lasts for up to only 0.4 s. Given that for each time step, the program needs to
remesh the model and compute the forces, the total time needed for the final simulation to complete
was around 1 hour. For the purpose of this research, the motion of the center of mass of the vibratory
trough is observed. Figure (5) shows its displacements in the vertical plane. Its axial displacement
(along the Kz axis) is shown on Fig. 5(a), while its transversal displacement (along the Ky axis) is
shown on Fig. (5(b)). It can be observed that when the amplitude of the vibrations in the y direction
falls below 1 mm, the displacement in the z direction falls below 0.005 mm. More precisely, the axial
displacement (in the direction of leaf springs) of the vibratory trough is about 200 times smaller
than the displacement perpendicular to the direction of leaf springs. Hence, in further evaluation
and modeling, it is reasonable to neglect it, concluding that zK = const. = 0.

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
Time [s]

0.008
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0.000

z K
 [m

m
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(a) Axial displacement of the vibratory trough

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
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0.0

0.5

1.0

1.5

y K
 [m

m
]

(b) Transversal displacement of the vibratory trough

Figure 5: Orthogonal displacements of the vibratory trough

4. Concluding remarks and Discussion

This study has presented an in-depth analysis of the dynamic behavior of a vibratory trough in an
electromagnetic vibratory conveyor, focusing on the forces acting on the troigh during its motion.
Through a combination of theoretical modeling and numerical simulations using FEA, the research
demonstrated that the system behaves as a single-degree-of-freedom oscillator, with the vibrations
primarily occurring in the vertical direction.

One of the key findings of this work is the negligible axial displacement of the trough compared
to its vertical displacement, which simplifies further modeling of the system. Additionally. The
results obtained from the FEA simulations were consistent with theoretical predictions, validating
the modeling approach. Moreover, experimental validation of the simulation results is essential to
confirm the accuracy of the model in real-world conditions.

Acknowledgement. Results presented in this paper are part of the research supported by the
Ministry of Science, Technological Development and Innovation, Republic of Serbia, contracts’
numbers 451-03-136/2025-03/200034 and 451-03-137/2025-03/200105 from 04.02.2025.
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Abstract:

This paper addresses the problem of path following for robotic systems. Specifically, a robot
manipulator with three degrees of freedom must consecutively track an elliptic curve in space
while adhering to a prescribed velocity law. Given that robots are highly nonlinear mechanical
systems, achieving this objective is a complex task. Therefore, the mathematical model of the
robot manipulator is transformed into a more manageable linear form, based on the actuator
dynamics. To achieve high-accuracy path following, a model-based resonant controller is
proposed. While this type of controller is not novel within the control community, its application
in robotics remains relatively unexplored. To minimize tracking error, a particle swarm
optimization (PSO) algorithm is employed, with an appropriate objective function designed to
achieve the desired goal. The primary contribution of this paper lies in the integration of this
metaheuristic algorithm with the complex resonant controller. Extensive simulations are
conducted for various velocities of the robot’s end-effector, and the results are consistent with the
expected dynamic behavior.

Key words: robot manipulator, resonant controller, path following, PSO algorithm

1. Introduction

The control of robotic manipulators remains an active research area, and due to their
complex, coupled, nonlinear dynamics, it presents a significant challenge for the design of high-
performance control systems [1]. Various control approaches have been proposed in the literature
for designing tracking controllers for robotic manipulators. Representative approaches include
designs based on proportional-integral-derivative (PID) control [2,3], H-infinity control [4],
Lyapunov-based theory [5], variable structure control [6], optimal control [7], robust feedback
linearization (FL) [8], neural networks [9], and fuzzy logic [10]. An exhaustive survey of the
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various strategies proposed for the design of robust controllers for robotic manipulators can be
found in [11,12].

This paper focuses on the problem of repetitive following of closed trajectories in three-
dimensional (3D) space, which is relevant to many robotic tasks in industrial environments. For
instance, during processes such as welding or painting, the manipulator must follow a closed
trajectory multiple times in succession. A standard solution typically involves a PID controller,
which is the most widely used algorithm in industry [13–16]. This type of control provides
satisfactory results when the robot tip moves slowly, allowing sufficient time for the control
action to compensate for tracking errors. However, at higher velocities, a resonant controller
would be a more suitable choice, as it is specifically designed for such tasks. While this solution
involves a more complex algorithm, the performance benefits justify the additional complexity.
One key advantage of a resonant controller is its structural term, which corresponds to the
fundamental frequency of the desired end-effector trajectory. Resonant controllers are widely
employed in the control of electrical grids and similar applications, but their use in robotics and
motion control has largely been overlooked. To the best of the authors’ knowledge, this paper
represents one of the few studies addressing this topic in the context of robot control [17].

In addition to resonant controllers, other potential solutions include fractional-order
controllers [18], PID controllers with double derivative terms [19], or intelligent control strategies
such as iterative learning control (ILC) techniques [20,21]. These areas of research have been
significantly explored in the literature and will not be addressed in this study.

The remainder of the paper is organized as follows. First, a mathematical model of the robot
manipulator is derived. Due to the high gear reduction ratio, a linear model is obtained based on
the dynamics of a direct current (DC) motor. Next, a resonant controller is designed to address the
problem of following a closed curve in space. The optimal parameters of the controller are
determined using a particle swarm optimization algorithm. In the fourth section, numerical
simulations of the robot manipulator are conducted, and the results are briefly discussed and
analyzed. Finally, concluding remarks are provided, along with recommendations for future work.

2. Mathematical model

Mathematical model of robot manipulator can be given in the following matrix form:

   ,A C     g mq q q q q Q Q (1)

In this study, a three-degree-of-freedom (DOF) robot manipulator is considered as a simplified
version of the more complex NeuroArm robot [22], which is an integral part of the Laboratory of
Applied Mechanics at the Faculty of Mechanical Engineering in Belgrade (Figure 1).

Fig. 1. NeuroArm robotic manipulator with 7 DOFs
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The robot manipulator features three revolute joints, representing the minimum configuration

required for solving three-dimensional (3D) position control tasks. In above equation,
3Rq

denotes vector of generalized coordinates,   3 3A R q  represents basic metric tensor (or inertia

matrix),   3 3,C R q q  is a matrix that includes centrifugal and Coriolis effects,
3RgQ  and

3RmQ  are gravity term and torque vectors applied to the joints, respectively. For more detailed
analysis of Eq.(1), reader is referred to [23].

Typically, robotic segments are driven by electrical actuators, such as DC motors. Since the
operating conditions of the motor involve high angular speed and low torque, contrasted with the
low speed and high torque required for the movement of the robot links, it is necessary to include

a transmission gear between the motor and the robot links. Let mq  denote the vector of angular
displacements of the motors, then the following relationship can be written:

,   ,m lN N mq q Q  (2)

wherein N  represents diagonal matrix of gear ratios. Vector l  can be regarded as a disturbance
vector acting on the motor shafts. It can be shown that the following relation holds [24]:

      12 1, g
l m mN A C N

     q q q q q Q
(3)

This key expression enables the simplification of robot dynamics by neglecting nonlinear effects
in cases involving high gear ratios. Specifically, instead of using the highly nonlinear equation
(1), a linear model of the DC motor can be employed, as discussed in [25]. A block diagram of
the robotic system based on a standard DC motor is presented in Figure 2. The resistance of the
armature circuit is denoted by R , while L  represents armature inductance. The linear

relationship between motor torque m  and the current i  is defined by the torque constant tK . The
mechanical behavior of the DC motor is characterized by the motor's moment of inertia mJ and

the viscous friction coefficient mB . The input motor voltage u  is proportional to the motor’s

angular velocity via the back electromotive force (EMF) constant eK .

Fig. 2. Linear robot model representation based on actuator dynamics

In our study, the robot manipulator employs three identical Maxon motors to actuate the
robot's links. Based on the specifications provided in the datasheet [24], which indicate L R�

and 0mB  , the transfer function of the DC motor can be derived as follows:
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   m .
1

KG s
s Ts


 (4)

wherein =22.515K  and 0.0056409.T   In conclusion, the high gear ratio matrix (in our case
 diag 185,632,140N  ) enables the transformation of the nonlinear system described by Eq. (1)

into three linear, decoupled subsystems. Each of these subsystems can be represented by the

corresponding motor transfer function  mG s .
3. Controller design

The objective of this paper is to design a controller capable of accurately tracking a closed
trajectory in three-dimensional space. Specifically, the robot’s end effector is required to
repeatedly follow a predefined spatial curve in accordance with a known velocity profile. An
appropriate solution to this problem can be achieved using a resonant controller. The transfer
function of such a controller is given by:

 
   3 2

3 2 1
2 2

0 1 0

1 1
( )( )

Ts a s a s a s
C s

s s b s b
   


  (5)

wherein

  
  

 

2 2 2 2
3 0

3 2 2 2 2 2
2 0 0

2 3 2
1 0 1

1 6 3 ,

2 3 3 6 ,

3 2 ,  2 3 ,

a T T T

a T T T

a T b KT T b KT

   

    

   

   

     

     (6)

In the above expression, 0  is the fundamental frequency. If 0T  represents the time required for
the end-effector to complete one full traversal of the desired closed trajectory in space, then

0 02 T  . The adjustable parameter   can be tuned by the control designer to achieve an
acceptable trade-off between performance and robustness of the closed loop system. A more
detailed controller design procedure is provided in [17], while the block diagram of the closed
loop system is shown in Figure 3.

Fig. 3. Block diagram of a closed-loop system

 Since the manipulator consists of three robotic links, each actuated by an individual DC
motor, it is necessary to control the motion of each link independently. In other words, three

separate resonant controllers   ,  1,2,3,iC s i  must be designed. The adjustable parameters
,  1,2,3i i  , associated with each controller should be selected based on a well-defined design

criterion. In this paper, the following objective (cost) function is adopted:
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T
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(7)

wherein  dx t ,  dy t  and  dz t  represent the Cartesian coordinates of the desired spatial

trajectory at time t , while  1 2 3, , ,x t   ,  1 2 3, , ,y t    and  1 2 3, , ,z t    denote the actual
coordinates of the robot’s end-effector at the same time instant. The criterion J  can be
interpreted as the average positional error of the end-effector from the desired trajectory during
the first traversal. The objective is to determine the optimal values of the free parameters

,  1,2,3i i   in order to minimize the cost function ,J  thereby ensuring that the deviation
between the actual and desired trajectories is minimized. Due to the highly nonlinear nature of the

cost function  1 2 3, , ,J     it is not feasible to derive an analytical solution. Therefore, in this
work, we propose the use of the particle swarm optimization algorithm to address this complex
optimization problem.
 PSO is one of the most widely recognized swarm-based metaheuristic algorithms in the
literature. It is a computational technique that solves optimization problems by iteratively
improving a set of candidate solutions with respect to a defined cost function. The algorithm
maintains a population of candidate solutions, referred to as particles, which explore the search
space based on simple mathematical rules that incorporate both individual and collective
experience. In the following section, we demonstrate the effectiveness of the PSO algorithm in
solving the optimization problem associated with the robot trajectory tracking task.

4. Simulation results

In this study, the robot manipulator is required to follow an elliptical trajectory by moving its
end-effector along the path at a constant speed .V  The ellipse, illustrated in Figure 4, is centered

at the point  0.1,  0.35,  0.47 m  with respect to a fixed Cartesian coordinate system. The lengths
of the semi-major and semi-minor axes are 0.2 m,  0.1 ma b  , respectively.

Fig. 4. Reference trajectory of the end-effector

For a fixed velocity V , the PSO algorithm is used to determine the optimal values of the free

parameters of the resonant controllers ,  1,2,3,i i   based on the specified criterion (7). The end-
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effector follows the desired trajectory multiple times consecutively; however, the cost function is
evaluated only during the first traversal. The optimization procedure is repeated for different

velocity values, namely  0.1  m sV j , 1,2, ,10j   . The range of the free parameters is
selected as:

 ,  15 ,  1,2,3i T T i   , (8)

where T  is the time constant of the DC motor mentioned above. The range of these parameters is
selected to achieve a good trade-off between the robustness and performance of the closed-loop
system. The PSO algorithm parameters are configured as follows [26]: swarm size 30SWN 

,”Self Adjustment Weight” 1 1.9y  , “Social Adjustment Weight” 2 2.12y  , “Inertia” weight
0.1618W   , maximum number of iterations 100IN  , maximum number of stall iterations
30STN   and the minimum neighbor fraction “MinNeighborsFraction” 0.4c  .

The results of the simulations are summarized in Table 1. The parameter max  denotes the

maximum distance of the end-effector's path from the desired trajectory, i.e.  max 1 2 3, ,  

 
 

0
1 2 30,

max , , ,
T

t   
. The values of the cost function J  during the end-effector’s second loop,

third loop, and subsequent loops are labeled as 2 3,  ,J J  . It is reasonable to expect that the
values of ,  2,3, ,nJ n    will decrease compared to J  since the effects of non-nominal initial
conditions at the beginning of the first loop are effectively eliminated in the subsequent loops.
Graphical representations of the results presented in Table 1 are shown in Figures 5 and 6.

 m sV 1 100  2 100  3 100   510 mJ   3
max 10 m 

 
2 3

5

, ,
10 m

J J




0.1 8.19 2.78 2.85 0.596 0.227 0.499
0.2 7.31 3.19 3.20 1.431 0.486 1.001
0.3 4.10 3.71 3.69 2.640 0.782 1.507
0.4 2.96 3.85 3.82 4.297 1.076 2.149
0.5 3.15 3.68 3.74 6.570 1.360 3.176
0.6 3.50 3.62 3.68 9.690 1.648 4.828
0.7 3.96 3.60 3.68 13.907 1.942 7.412
0.8 4.42 3.61 3.69 19.420 2.247 11.075
0.9 5.00 3.68 3.79 26.292 2.566 16.094
1.0 5.56 3.86 3.96 34.720 2.909 22.605

Table 1. Optimisation results for different end-effector velocities
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Fig. 5. Change in free parameters ,  1, 2,3i i  for different values of end-effector velocity

Fig. 6. Average and maximum errors during the first loop of trajectory tracking

Figure 7 illustrates the relationship between the maximum value of torque ,l  as given by
Eq.(3), and the end-effector velocity V . Since l  can be considered a disturbance torque acting
on the motor shafts, its impact on motor dynamics increases as V  rises This is a logical
conclusion, as an increase in velocity directly amplifies the nonlinear effects of the robot
dynamics, such as centrifugal and Coriolis forces. This explains why both the average and

maximum errors J  and max  increase with the end-effector’s velocity, as shown in Figure 6.
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Fig. 7. Maximum disturbance torque values for three robotic links

Figures 8 and 9 illustrate the end-effector’s trajectory at different moving speeds along the
path. It is visually evident that the deviation between the actual and desired path increases as V
grows, which has already been stated and confirmed by the data in Table 1 and Fig. 6.

Fig. 8. End-effector’s trajectory for velocity values   0.1,  0.3,  0.5 m sV 
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Fig. 9. End-effector’s trajectory for velocity values   0.6,  0.8,  1.0 m sV 

5. Conclusions

In this paper, a particle swarm optimization algorithm was applied to solve the optimization
problem related to the trajectory control of a 3-DOF robot manipulator. An analytically designed
resonant controller was used to stabilize the closed-loop system and ensure the fast convergence
of the end-effector trajectory to the desired path. The cost function was selected to minimize the
average distance between the actual and reference trajectories. Simulations were conducted for
various moving speeds of the robot tip along the desired path. The results indicate that as the
velocity increases, the deviations of the end-effector from the reference trajectory also grow. This
conclusion was supported by extensive simulation data, presented in both tabular and graphical
formats. Future work will extend this approach to other types of desired trajectories, including
those with time-varying velocity profiles, and will explore more advanced controllers, such as
those based on iterative learning algorithms.
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Abstract

Balloon angioplasty remains a standard treatment of stenosis in peripheral artery disease
(PAD); however, the mechanical dilation often causes arterial wall injury, triggering tissue
hyperplasia and subsequent restenosis. To address this limitation, drug-coated balloons (DCBs)
have emerged as a promising alternative, enabling localized drug delivery without permanent
stent implantation. Computational modeling offers a powerful tool for optimizing DCB
performance by simulating drug transport dynamics post-delivery. This study introduces a novel
2D multiphysics model capable of concurrently analyzing fluid flow, solid mechanics, and drug
release kinetics. The fluid dynamics component evaluates drug washout effects following balloon
deflation, while the solid mechanics module captures the interaction between the expanding
balloon and the arterial wall. The balloon is represented as a deformable structure using a linear
elastic material approximation, compressing both plaque and healthy arterial segments upon
inflation. Simultaneously, the model tracks drug diffusion and absorption into the vascular tissue.
The proposed framework serves as a foundation for future extensions, including modules for
inflammatory response, atherosclerotic plaque progression, and tissue rupture mechanics.

Key words: atherosclerosis, drug coated balloons, computational modeling, fluid-solid
interaction, drug transport

1. Introduction

Peripheral artery disease (PAD) is a major global health concern, affecting over 200 million
adults aged 25 and above [1]. The disease primarily stems from arterial stenosis, where balloon
angioplasty is frequently employed to restore perfusion by inflating a balloon catheter to
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compress the obstructive plaque. However, this mechanical intervention induces arterial wall
injury, triggering pathological remodeling, endothelial regrowth, and ultimately restenosis. Drug-
coated balloons (DCBs) have emerged as a promising alternative, delivering antiproliferative
agents directly to the lesion site to mitigate restenosis. While computational modeling has proven
valuable in evaluating DCB efficacy, existing studies remain limited in scope. Prior work has
largely focused on simplified 2D geometries [2,3], neglecting complex hemodynamic interactions
in anatomically realistic vessels, such as the superficial femoral artery (SFA). To bridge this gap,
we propose an advanced computational framework capable of simulating multiple DCB
deployment phases, including balloon expansion, arterial wall interaction, and controlled drug
release kinetics.

2. Methodology

The computational model was developed using the high-performance finite element analysis
(FEA) software PAK. A parametric 2D axisymmetric representation of the artery and balloon was
designed via CAD Field & Solid, incorporating four key components: capillary lumen,
expandable balloon, calcified plaque, and healthy arterial wall segments.

Fig. 1. 2D axisymmetric model of a stenotic capillary with an inserted balloon and adherent plaque.

The framework couples fluid-structure interaction (FSI) to simulate balloon inflation, plaque
compression, and drug washout dynamics, while solving advection-diffusion equations for drug
transport

3. Conclusions

This study presents a versatile computational platform for DCB optimization, with potential
applications in patient-specific geometries derived from medical imaging. Future extensions will
incorporate plaque fracture mechanics, inflammatory tissue growth models, and drug-tissue
interaction effects on restenosis progression. Such advancements could refine DCB design and
deployment strategies, improving clinical outcomes in PAD management.
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Abstract:

Recycled aggregate concrete-filled steel tube columns represent sustainable solutions for
column members. However, as a relatively new option, there are currently no clear design
guidelines available for their design and modelling. The second generation of Eurocode 2
presents a proposal for the recycled aggregate concrete material model. Yet, due to the specific
3D stress state of the concrete portion within the steel tube, this model cannot be directly applied
to the numerical modelling of recycled aggregate concrete-filled steel tube columns. Therefore,
this study aims to develop a highly reliable nonlinear numerical model for the structural analysis
of these columns. An advanced data-driven numerical procedure employs the Bayesian
optimisation algorithm for the calibration of concrete material parameters. The database used for
calibration consists of 182 experimental results of axially loaded stub columns. The benefits of
the presented approach, which can be applied to a wide range of loading conditions, are
demonstrated through the optimised axial force-axial displacement curves.

Key words: composite structures, recycled aggregate concrete, concrete-filled steel tube,
Bayesian optimisation, Machine learning

1. Introduction

This study addresses the computational procedure for development of a stress–strain model
for confined recycled aggregate concrete (RAC) in composite columns. Recycled Aggregate
Concrete-Filled Steel Tube (RACFST) columns enhance RAC mechanical performance due to
confinement. The high–fidelity 3D FEM numerical models in ABAQUS [1] accurately capture
material and geometric nonlinearities in column behaviour [2]. However, the existing numerical
models lack calibration on large datasets and standardized stress-strain formulations [3]. For these
reasons, the numerical procedure presented in this paper is developed for the reliable calibration
of material model parameters on large datasets and to improve the prediction of the RACFST
column response.

2. Computational Procedure
A database of RACFST columns was compiled from over 35 studies, focusing on 182 circular
stub specimens (L/D ≤ 4.0) with carbon steel tubes. Key geometric and material parameters,
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along with axial strength and load–load-displacement data, were extracted. The optimisation
process, illustrated in Fig. 1, begins in the MATLAB environment using Bayesian optimisation
with initial parameter values. In each iteration, a Python script executes a 3D ABAQUS model
analysis using input data from the RACFST column experimental database. The numerical
simulation incorporates both the steel and concrete material models with their respective
parameters. The resulting axial load–displacement curve (N–δ) from the simulation is then
compared to the experimental curve in every iteration. The normalized root means square error
(NRMSE) is calculated using the expression provided in Fig. 1, where N(i) and δ(i) represent the
axial force and axial displacement at the i-th point of the numerical curve, respectively, and Nexp(i)
and δexp(i) are the corresponding values from the experimental curve. This loop runs for 30
iterations, yielding calibrated material model parameters that correspond to the minimal value of
the adopted error measure.

Fig. 1. Computational procedure flowchart

After obtaining the optimised dataset of material model parameters, the regression analysis is
performed to define the expressions for parameters of a concrete material model that can be used
in numerical modelling of arbitrary RACFST columns.

3. Conclusion

The study presents a data-driven numerical procedure for developing a calibrated stress-
strain model for recycled aggregate concrete within steel tubes. The procedure is based on
Bayesian optimisation to find the material model parameters that optimise the column's axial
load-displacement response curve. However, the presented approach is general and can be applied
to a wide range of problems and loading conditions.
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Abstract:

The increasing use of unmanned aerial vehicles (UAVs) across various industries worldwide
dictates new design rules and standards for their structures and systems. The reliability and
durability of these structures are achieved through the application of advanced materials. Each
structure must be designed in accordance with mission requirements to withstand the necessary
aerodynamic and mechanical loads. The development of an unmanned helicopter presents a
significant engineering challenge, particularly in the design of the main rotor, which requires a
multidisciplinary approach and the coupling of aerodynamic, aeroelastic, and structural
phenomena. This helicopter has a maximum takeoff weight of 750 kg, classifying it as a light
helicopter. This research presents a comprehensive approach to the design, numerical analysis,
and experimental validation of a composite helicopter rotor blade, in accordance with predefined
operational requirements. The key specifications include maintaining an identical geometry
compared to an existing model, precisely defining the blade mass at 11.5 kg, utilizing composite
materials, and ensuring that the blade root can withstand an axial load of 40 tons. Additionally,
aerodynamic efficiency is optimized by maintaining the LOCK number within the range of 5–7.
The blade design is based on composite prepreg materials due to their high specific strength,
excellent fatigue resistance, and superior damage tolerance. The structural configuration has been
developed to achieve an optimal balance of weight, strength, and aerodynamic performance.

Key words: UAV, unmanned helicopter, composite materials

1. Introduction

The rapid development of unmanned aerial vehicles (UAVs) in recent decades has led to
significant technological advancements in the field of aeronautical engineering. These
advancements have imposed new requirements regarding the design, performance, and reliability
of UAV components. Among the critical structural elements of unmanned helicopters, the main
rotor plays a pivotal role, as its design presents a complex engineering challenge due to the
combined effects of aerodynamic, structural, and dynamic loads during operation [1].
Traditionally, helicopter blades were manufactured from metallic alloys; however, the

220

mailto:rradulovic@mas.bg.ac.rs
mailto:mmilic@mas.bg.ac.rs
https://doi.org/10.46793/ICSSM25.220R


Radoslav Radulovic, Milica Milic. Design and experimental verification of the composite blade of the main rotor of an
unmanned helicopter

introduction of composite materials has enabled substantial improvements in terms of specific
strength, fatigue resistance, and the ability to optimize mechanical properties through precise
control of fiber orientation and layer arrangement [2]. The application of composite materials
provides opportunities for weight reduction, enhancement of aerodynamic performance, and
increased structural reliability of rotor blades, which are essential factors for the efficiency and
operational lifespan of UAVs. This study presents a comprehensive approach to the design of a
composite helicopter main rotor blade, including numerical analysis and experimental validation
in accordance with predefined operational requirements [3,4]. The primary objective of the
research is to develop a rotor blade structure with a strictly controlled mass of 11.5 kg while
ensuring optimal structural characteristics that enable safe operation under extreme loading
conditions. A particular challenge lies in the dimensioning of the blade root to withstand an axial
force of 40 tons, as well as achieving a LOCK number within the range of 5–7 to ensure adequate
aerodynamic efficiency.
To achieve these objectives, a methodology was applied that combines numerical analysis using
the finite element method (FEM) and experimental testing. FEM simulations allowed for the
evaluation of stress distribution, deformations, and modal characteristics of the blade, enabling
the identification of critical structural points and optimization of the composite layer arrangement.
After completing the numerical analyses, a physical prototype of the blade was fabricated and
subjected to experimental tests to validate the designed performance and assess mechanical
behavior under real operational loads [5]. The research findings provide valuable insight into the
behavior of composite rotor blades under various operational loading conditions and contribute to
the improvement of methodologies for their design. The experimental testing was conducted
according to predefined bending loads, and the corresponding bending stiffness was determined
analytically using deflection equations to verify the FEM model [6,7]. The results of this study
offer a foundation for further optimization, particularly in terms of improving fatigue resistance,
reducing mass, and enhancing structural reliability, which are critical for their application in
modern helicopter technology.

2. Methodology

The design and validation process of the helicopter composite blade included several key
phases: requirement definition, numerical analysis using the finite element method (FEM),
physical prototype manufacturing, and experimental testing. This methodology enabled the
optimization of the structure to achieve the required mass, structural reliability, and aerodynamic
performance[1,2].

2.1 Load estimation

The load estimation of the main rotor composite blade was carried out using an analytical
approach. Based on the blade's geometry and structure, the known values are:
the principal moments of inertia of the blade's cross-section (given by Equation 1).

7 4 6 41 1497 10 m 7 6421 10 mx yI . , I .     (1)

and the cross-sectional area.
20 00337mA . (2)

The deflection of the blade at the free end is determined using the Maxwell-Mohr integration
method.
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Figure 2.1. Defined boundary conditions for deriving the deflection equation of the blade.

The laws of variation of bending moments in sections I and II (as shown in Figure 2.1) due to
force F, acting at a distance a from the clamping, as well as due to a unit concentrated force 1S 
, acting at the free end of the blade, are:
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The deflection at the free end is obtained as follows:
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From Equation (4), the equation for the modulus of elasticity follows:
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3
6 B x

FaE L a
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(5)

Based on the derived expression, the value of the equivalent modulus of elasticity for the
composite blade is:

30GPaE  (6)
In order to analytically determine the required estimation, the equivalent modulus of elasticity for
the entire laminate must be used, so that each layer is not considered individually, given that the
stacking has the same character and the same stacking orientation angle [3].
After determining the modulus of elasticity, it is possible to approximate the stress analysis in the
isolated cross-section.
The cross-section A-A is an airfoil NACA 23012 with a chord length of 200 mm. This cross-
section remains constant along the entire blade, which has a length of 3 205mL .  and is shown
in Figure 2.1.
The elemental centrifugal force acting on the blade is determined as:

2
cdF r dm (7)

The elementary mass of the blade is:
dm dV Adr   (8)

Assuming that the cross-sectional area of the blade is constant and equals A, while the equivalent
density of the material is   , after substituting the expression for the elemental mass of the blade
into the expression for the centrifugal force, the following is obtained:
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2
cdF A rdr  (9)

The termsand ,A  and  in the previous expression are constants, so after integration, the
following is obtained:

 
1

0

2
2 2 2

1 02

R

c
R

AF A rdr R R    
(10)

The position of the center of mass of the blade is determined by the following expression:
1

c c
Ar rdm rdr A rdr mr

m m
       (11)

While the final form of the centrifugal force is:
2

c cF m r (12)
The angular velocity at which the main rotor rotates is:

1500 52 36s
30 30
n .    

(13)
the value of the centrifugal force is:

2 211 5 1 82 52 36 57 38kNc cF mr . . . .     (14)
The normal stress due to tension in the cross-section A-A, caused by the action of the centrifugal
force, is:

 
3

1 1 a
1 1

57 38 10 17 03MP
0 00337

c
c

F .F .
A .

 



  

(15)
After analyzing the stress state and approximating the centrifugal force, based on the elemental
lift force, an expression for the aerodynamic lift force of the considered blade can be derived. The
elemental lift force is defined as:

21
2z zdR V C dS

(16)
Where dS  is the elemental lift surface of the blade. Since the lift surface of the blade is in the
shape of a rectangle, with the chord length c, the elemental lift surface is calculated using the
following expression:

dS cdr (17)
On the other hand, the velocity of the elemental lift surface of the blade, in the case of pure
rotation without horizontal movement of the helicopter, is:

V r (18)
the expression for the elemental lift force takes the following form:

2 21
2z zdR C c r dr 

(19)
After integrating the previous expression, the following is obtained:

 2 3 3
1 0

1
6z zR C c R R  

(20)
The lift coefficient of the airfoil can be determined by the expression:

 z nC a    (21)
The final form of the aerodynamic force expression is:
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  2 3 3
1 0

1
6z nR c a R R     

(22)
The value of the maximum lift force of the main rotor on the ground is:

   2 3 312 1 225 0 202 52 36 0 1 9 2 1 4 3 465 0 435 9 95kN
6zR . . . . . . . . .          

(23)
The measured value of the lift force in the helicopter test, for the same angle of attack, is:

9 205kNzR . (24)
Considering that the analytical and actual values of the aerodynamic force differ by 8%, it can be
assumed that for quicker approximations of the load in the initial stages of blade design, the
analytical method can be used as valid. The lift force per blade is:

   2 3 31 1 225 0 202 52 36 0 1 9 2 1 4 3 465 0 435 4 98kN
6zR . . . . . . . . .         

(25)
In addition to the lift force, for the structure sizing, it is necessary to determine the bending
moment from the aerodynamic lift force. In order to determine the bending moment, it is
necessary to analytically determine the position of the point of attack of the resultant force. The
elemental value of the bending moment from the lift force is:

2 3
0

1
2z zdM dR r C c r dr  

(26)
After integrating the previous expression, the following is obtained:

  2 4 4
0 1 0

1
8 nM c a R R     

(27)
On the other hand, the moment from the lift force can be represented by the following expression:

     2 3 3 2 4 4
0 1 0 1 0

1 1
6 8

* *
z n nM R R c a R R R c a R R             

(28)

where *R  is the position of the point of attack of the lift force from the axis of rotation.
Considering the previous expressions, the position of the attack line of the lift force can be
determined:

4 4
1 0
3 3
1 0

3 2 603m
4

* R R
R ,

R R


 
 (29)

2.2 FEM analysis and experimental validation

The total calculated mass of the blade is 11.254 kg. To this mass, the balancing mass possessed
by the actual blade must be added. The alignment has been determined and verified by a
numerical model based on measurements of the same quantities as those in the experimental
testing. The deflection result obtained through numerical calculation is provided in the table,
along with the modulus of elasticity for the equivalent laminate under maximum load [4,5,6].
(According to the maximum stress criterion, not considering elements with singularities, or the
origin of numerical errors) [7,8,9]. Measurements were performed for four different loading cases

1 2 3F ,F ,F  and 4F  corresponding to the deflections of the blade at the free end 1 2 3B B B, ,   and
4B respectively. The measurement results are presented in tabular form in Table 2.1.

F1 9.633 N
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F2 56.898 N
F3 105.948 N
F4 204.048 N
θB1 0.0093 m
θB2 0.055 m
θB3 0.102 m
θB4 0.195 m

Table 2.1. Results of the experimental testing.

Comparison of the numerical results for the selected loading case 4F  is presented in tabular form
and in the figure.

F4 204.048 N
θB4 0.19224 m

E 30.1 GPa
Table 2.2. Numerical analysis results.

a)

b)

Figure 2.1 a) Experimentally obtained elastic bending line of the blade due to the action of force F4
b) Numerically obtained elastic bending line due to the action of force F4

3. Lock number

The Lock number is a dimensionless parameter used in the analysis of the dynamic response of
helicopter blades. It represents the ratio between aerodynamic and inertial forces, allowing for the
assessment of rotor stability and performance[1,6]. A higher Lock number indicates that
aerodynamic forces dominate over inertial forces, which is usually desirable in operation. On the
other hand, a lower Lock number means that inertial forces are dominant, which can lead to less
stability and different dynamic behaviors[9,10].
The Lock number is calculated using the following expression:
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4caR
I

 
(30)

where:
  – Lock number,   – air density (kg/m³), c  – mean aerodynamic chord of the blade (m), a   –
slope of the lift coefficient (linear aerodynamic coefficient), R   – rotor radius (m), I  – moment
of inertia of the blade relative to its hub (kgm²).

The values of the required quantities for calculating the Lock number are:
31 225 kg/m.  , 0 202 mc . , 5 7 rada . , 3 465 mR . .

The moment of inertia II for the blade axis relative to its hub is expressed through the Huygens-
Steiner theorem. The mathematical expression of the theorem is:

2
cI I md  (31)

where:
I  is the moment of inertia relative to the new axis, cI  is the moment of inertia relative to the
central axis (the axis through the center of mass), m  is the mass of the body, d  is the distance
between the central axis and the new axis
In accordance with Eq.31:

2 211 623 11 5 1 576 40 18 kgmI . . . .   

The Lock number for this blade is 5 06.  .Examples of Lock numbers for light helicopters in
which the Hornet helicopter is included:

1. Robinson R44: Lock number is around 4.5.
2. Schweizer 300C: Lock number is around 3.8. This light helicopter uses a simple rotor,

resulting in a lower Lock number.
3. Guimbal Cabri G2: Lock number is around 5. The Cabri G2 is a modern light helicopter

with a relatively efficient rotor system, so it has a slightly higher Lock number compared
to traditional training helicopters.

4. Enstrom F-28: Lock number is around 4. The helicopter is known for its simple design
and reliable rotor system, but its Lock number remains in the lower range for light
helicopters.

5. Hughes 500 (MD 500): Lock number is around 5.2. Despite being small, this helicopter
uses an advanced rotor design with relatively efficient blades, resulting in a somewhat
higher Lock number compared to many light helicopters.

Small and light helicopters typically have Lock numbers ranging from 3.5 to 5.5, depending on
the blade design, rotor, and aerodynamic properties. Therefore, it can be concluded that the
structure of the blade is well-dimensioned and meets the required specifications.

4. Conclusions

This paper presents the methodology for designing the composite blade of a light helicopter's
main rotor. The methodology integrates both analytical and numerical approaches for
approximating loading conditions. This methodology has been experimentally verified and
demonstrates that the analytical approach can be used in the early stages of design for quicker
approximations. The verified approach saves time and does not require high computational
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power. By combining both approaches, the methodology ensures a balance between accuracy and
efficiency, enabling rapid design iterations without compromising the quality of the results. The
integration of analytical calculations with numerical simulations allows for a comprehensive
understanding of the structural behavior and performance characteristics of the rotor blades under
various loading conditions. This facilitates optimization of the blade design, ensuring it meets the
required aerodynamic and mechanical criteria while keeping development costs and time to a
minimum. The experimental verification further strengthens the reliability of the methodology,
confirming its practical applicability in real-world design scenarios. This approach proves
particularly valuable in the conceptual design phase, where rapid decision-making and iterative
testing are crucial. It also provides an effective means of preliminary performance evaluation,
enabling designers to identify potential issues early in the development process.T he presented
methodology not only enhances the speed and accuracy of the design process for composite rotor
blades but also contributes to the broader goal of optimizing helicopter performance and safety. It
provides a robust framework that can be applied to various helicopter models, particularly light
helicopters, where efficient design and reduced computational demands are essential.
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Abstract. In recent developments in various sciences, the need is noted to define a nd use 
deformed versions of the exponential function. In this paper, the consideration of such 
functions has two purposes: to have the exponential function as their special case, and, 
even more, to acquit their inauguration from a mathematical point of view. Starting from 
well-known Tsallis and Kaniadakis versions, we proposed our own deformed versions and 
connect them with others. It leads to definition o f t he d eformed n umbers a nd operators. 
We find their series expansions and derived differential and difference pro perties. They are 
important in forming and explaining continuous and discrete models of numerous phenom-
ena in statistical mechanics, thermostatics, information theory, cybernetics, control theory, 
etc. We illustrate it by analyzing of the different versions o f M althus model i n population 
dynamics. Also, we look back on the well-known law of composed interest in the economy 
by the deformed exponential function.
Keywords: Exponential function, differential operator, difference op erator, Malthus model.

1. Introduction

The exponential function y = ex is one of the most important functions with applications 
in many sciences such as mathematics, statistics, natural sciences, and economics. The 
exponential function arises whenever a quantity grows or decays at a rate proportional to 
its current value. One such situation is continuously compounded interest, and in fact, it 
was this that led Jacob Bernoulli in 1683. to the number e and Johann Bernoulli in 1697. 
to the exponential function (see [1]):

lim
n→∞

(
1+

1
n

)n

= e ≈ 2.71828, ex = exp(x) = lim
n→∞

(
1+

x
n

)n
.

New circumstances and challenges in the twentieth century required generalizations and
deformations of the exponential function.

Deformations of the exponential functions are considered in three main (complementary)
directions:

1. Formal mathematical developments;
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2. Observation of consistent concordance with experimental (or natural) behavior;
3. Theoretical physical developments.
One-parameter deformation of the exponential function was proposed by C. Tsallis in

1988. in the context of nonextensive statistic mechanics [2]:

ex
q =

(
1+(1−q)x

)1/(1−q)
. (1)

Afterwards, considering a connection between the generalized entropy and theory of quan-
tum groups, S. Abe [3] in 1998. introduced another deformation by

e(A)p (y) = py/(p−1). (2)
In 2001, G. Kaniadakis [4] proposed a one-parameter deformation for the exponential func-
tion in the context of special relativity:

exp{κ}(x) =
(√

1+κ2x2 +κx
)1/κ

. (3)
Using a formal mathematical approach, we introduce two variants of the deformed exponen-
tial function of two variables to express discrete and continuous behavior using one model.
They have such differential i difference properties that allow us to do it. In these functions
someone can recognize well-known generalizations and deformations as the special cases [6].

2. Powers and differences

Let h ∈ R\{0}. The generalized integer powers of real numbers have an important role in
modern theoretical considerations. In that manner, we first introduce the backward and
forward integer powers given by

z(0,h) = 1, z(n,h) =
n−1

∏
k=0

(z− kh), z[0,h] = 1, z[n,h] =
n−1

∏
k=0

(z+ kh) (n ∈ N).

The central integer power is defined as

z〈0,h〉 = 1, z〈n,h〉 =


m−1
∏

k=0
(z−2kh)(z+2kh) (n = 2m, m ∈ N),

z
m−1
∏

k=0

(
z− (2k+1)h

)(
z+(2k+1)h

)
(n = 2m+1, m ∈ N0).

For n ∈ N, a relationship with the previously defined generalized powers is given by
z(n,h) = z[n,−h], z〈n,h〉 = z〈n,−h〉,

z〈n,h〉 =
{

z(m,2h) z[m,2h] (n = 2m, m ∈ N),
z (z−h)(m,2h)(z+h)[m,2h] (n = 2m+1, m ∈ N0).

Also, the following is valid:

z〈n,h〉 = z
(
z+(n−2)h

)(n−1, 2h)
, z〈2m,h〉z〈2m+1,h〉 = z z(2m,h) z[2m,h].

Consider the h–difference operators:

∆z,h f (z) =
f (z+h)− f (z)

h
, ∇z,h f (z) =

f (z)− f (z−h)
h

, δz,h f (z) =
f (z+h)− f (z−h)

2h
.

Notice that
∇z,h f (z) = ∆z,−h f (z) = ∆z,h f (z−h), δz,−h f (z) = δz,h f (z).

We can prove that their acting on integer generalized powers is given by:
∆z,h z(n,h) = nz(n−1,h), ∇z,h z[n,h] = nz[n−1,h], δz,h z〈n,h〉 = nz〈n−1,h〉. (4)
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3. The deformed exponential function of the Tsallis type

Let h ∈ R\{0}. We define a function (x,y) 7→ eh(x,y) by

eh(x,y) = (1+hx)y/h (x ∈ C\{−1/h}, y ∈ R). (5)

Since
lim
h→0

eh(x,y) = exy ,

this function can be viewed as an one-parameter deformation of the exponential function of
two variables.

If h = 1−q (q 6= 1) and y = 1, the function (5) becomes

e1−q(x,1) =
(
1+(1−q)x

)1/(1−q)
,

i.e., e1−q(x,1) = ex
q, where ex

q is Tsallis q–exponential function defined by (1).
If h = p−1 (p 6= 1) and x = 1, the function (5) becomes

ep−1(1,y) = py/(p−1) = e(A)p (y),

i.e. function defined by (2) and considered for a generalization of the standard exponential
function in the context of quantum group formalism.

The function eh(x,y) can be viewed as the scaled Tsallis exponential function:

eh(x,y) = ex′
q′ with x′ = xy with q′ = 1−h/y.

Notice that function (5) can be written in the form

eh(x,y) = exp
( y

h
ln(1+hx)

)
.

If we introduce a deformation of number x 7→ {x}h by

{x}h =
1
h

ln(1+hx) (x ∈ C\{−1/h}), (6)

then we can represent the function (7) as follows

eh(x,y) = e{x}h y. (7)

We can show that the function (5) preserves some basic properties of exponential function.
For x ∈ C\{−1/h} and y ∈ R the following holds:

eh(x,y)> 0 (x <−1/h for h < 0 ∨ x >−1/h for h > 0),

eh(0,y) = eh(x,0) = 1, e−h(x,y) = eh(−x,−y), eh(x,y1 + y2) = eh(x,y1)eh(x,y2).

The last formula confirms that the additive property is true with respect to the second
variable. However, with respect to the first variable, the following holds:

eh(x1,y)eh(x2,y) = eh
(
x1 + x2 +hx1x2,y

)
.

This equality suggests us to introduce a generalization of the addition:

x1 ⊕h x2 = x1 + x2 +hx1x2 . (8)
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This operation is commutative, associative and 0 is its identity. For x 6=−1/h, the ⊕h–inverse
exists as

	hx =
−x

1+hx
,

such that x ⊕h (	hx) = 0 is valid. Hence, (I,⊕h) is an Abelian group, where
I = (−∞,−1/h) for h < 0 or I = (−1/h,+∞) for h > 0 . In this way, the 	h–subtraction
can be defined by

x1 	h x2 = x1 ⊕h (	hx2) =
x1 − x2

1+hx2

(
x2 6=−1

h

)
. (9)

Due to (6), we can prove the next equality:

{x1}h +{x2}h = {x1 ⊕h x2}h (x1,x2 ∈ I). (10)

The operation (8) allows us to observe the deformed addition property of the function
(5) with respect to the first variable. For x1,x2 ∈ C \ {−1/h} and y ∈ R, the following is
valid:

eh(x1 ⊕h x2,y) = eh(x1,y)eh(x2,y), eh(x1 	h x2,y) = eh(x1,y)eh(x2,−y).

The function eh(x,y) determines a surface shown in Figure 1. Bold-emphasized line is ex

in the part 1(a), and ey in the part 1(b).

(a) y =const. (b) x =const.

Figure 1: The behavior of z = eh(x,y) for h = 0.05.

4. The deformed exponential functions of Kaniadakis type

Let us define a function (x,y) 7→ exph(x,y) by

exph(x,y) =
(
hx+

√
1+h2x2

)y/h
(x ∈ C, y ∈ R). (11)

Since
lim
h→0

exph(x,y) = exy,

this function can be viewed as an one–parameter deformation of the exponential function
with two variables.

231



If h = κ and y = 1, the function (11) becomes κ–exponential function (3) introduced by
Kaniadakis. The function exph(x,y) can be viewed as a scaled Kaniadakis exponential:

exph(x,y) = exp{κ ′}(x
′) with x′ = xy and κ ′ = h/y.

Since
arcsinh(hx) = ln(hx+

√
1+h2x2), (12)

the function (11) can be written in the form

exph(x,y) = exp
( y

h
arcsinhhx

)
.

By introducing the deformed number x 7→ {x}h defined as

{x}h =
1
h

arcsinhhx (x ∈ C). (13)

the function (11) can be written as

exph(x,y) = e{x}hy. (14)

For x ∈ C and y ∈ R the following holds:

exph(x,y)> 0 (x ∈ R), exph(0,y) = exph(x,0) = 1,

exp−h(x,y) = exph(x,y), exph(x,y1 + y2) = exph(x,y1)exph(x,y2).

This function preserves additive property with respect to the second variable only. However,
according to (12) we have:

exph(x1,y)exph(x2,y) = exph

(
x1

√
1+h2x2

2 + x2

√
1+h2x2

1,y
)
.

This suggests that we can introduce another generalization of addition:

x1 ⊕h x2 = x1

√
1+h2x2

2 + x2

√
1+h2x2

1 . (15)

The operation ⊕h– sum is commutative, associative, its identity is 0 and ⊕h– inverse for
x ∈ R is −x. Thus, (R,⊕h) is an Abelian group, and 	h– subtraction can be defined by

x1 	h x2 = x1 ⊕h (−x2) = x1

√
1+h2x2

2 − x2

√
1+h2x2

1 . (16)

Related to (13), we can prove the next equality:

{x1}h +{x2}h = {x1 ⊕h x2}h.

We are now able to observe the deformed addition property. For x1,x2 ∈ C and y ∈ R,
the following is valid:

exph(x1 ⊕h x2,y) = exph(x1,y)exph(x2,y),

exph(x1 	h x2,y) = exph(x1,y)exph(−x2,y) = exph(x1,y)exph(x2,−y).

The surface determined by exph(x,y) for very small h is shown on Figure 2. The bold–
emphasized curve is ex in the first, and ey in the second part of the figure.

The relationship between functions (5) and (11) is given by

exph(x,y) = eh

(
x− 1−

√
1+h2x2

h
, y
)
.

232



(a) y =const. (b) x =const.

Figure 2: The behavior of exph(x,y) for h = 0.01

5. Expansions into series, difference and differential properties

In this section, we consider the expansions of the introduced deformed exponential func-
tions. Related to these expansions, we show that the functions eh(x,y) and e−h(x,y) are
eigenfunctions of the operators ∆y,h and ∇y,h with the eigenvalue x. In addition, the function
exph(x,y) is an eigenfunction of operator δy,h with eigenvalue x.

For the functions (x,y) 7→ eh(x,y) and (x,y) 7→ e−h(x,y), the following representations hold
respectively:

eh(x,y) =
∞

∑
n=0

1
n!

xny(n,h) , e−h(x,y) =
∞

∑
n=0

1
n!

xny[n,h] (|hx|< 1). (17)

Really,

eh(x,y) = (1+hx)y/h =
∞

∑
n=0

(
y/h
n

)
hnxn =

∞

∑
n=0

y(y−h) · · ·
(
y− (n−1)h

)
hn n!

hnxn =
∞

∑
n=0

y(n,h)

n!
xn.

Also, the function (x,y) 7→ exph(x,y) can be represented as (see [6])

exph(x,y) =
∞

∑
n=0

1
n!

xny〈n,h〉 (18)

Notice that in expressions (7) and (14) the deformations of variable x appear, but,
contrary to that in expansions (18), the deformations of the powers of y are present.

Using the above expansions and relations (4) we can prove that the functions y 7→ eh(x,y),
y 7→ e−h(x,y) and y 7→ exph(x,y) are eigenfunctions of operators ∆y,h, ∇y,h and δy,h respectively,
with eigenvalue x:

∆y,h eh(x,y) = x eh(x,y), ∇y,h e−h(x,y) = x e−h(x,y), δy,h exph(x,y) = x exph(x,y).

Here, the proof of only the first equality will be presented, as the other two are proven
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similarly.

∆y,h eh(x,y) = ∆y,h

(
∞

∑
n=0

1
n!

xny(n,h)
)

=
∞

∑
n=0

1
n!

xn∆y,hy(n,h) =
∞

∑
n=1

1
(n−1)!

xny(n−1,h)

= x
∞

∑
n=0

1
n!

xny(n,h) = x eh(x,y).

After deformed numbers and deformed addition operations, it is also possible to intro-
duce deformed differential operators. In this sense we can define deformed h–differential
and h–derivative accordingly with operation (9) (see [7]):

dhz = lim
u→z

z	h u,
d f (z)
dhz

= lim
u→z

f (z)− f (u)
z	h u

= (1+hz)
d f (z)

dz
.

The function x 7→ eh(x,y) is an eigenfunction of operator d
dhx

with eigenvalue y:

d
dhx

eh(x,y) = y eh(x,y).

Really,

d
dhx

eh(x,y) = (1+hx)
d
dx

(eh(x,y)) = (1+hx)
d
dx

(
(1+hx)y/h

)
= y(1+hx)y/h = y eh(x,y).

In [4], the deformed h–differential and h–derivative were defined accordingly to operation
(16):

dhz = lim
u→z

z	h u,
d f (z)
dhz

= lim
u→z

f (z)− f (u)
z	h u

=
√

1+h2z2 d f (z)
dz

.

The function x 7→ exph(x,y) is an eigenfunction of operator d
dhx

with eigenvalue y:

d
dhx

exph(x,y) =
√

1+h2x2 d
dx

(exph(x,y)) =
√

1+h2x2 d
dx

((
hx+

√
1+h2x2

)y/h
)

= y
(

hx+
√

1+h2x2
)y/h

= y exph(x,y).

Finally, let us consider the behavior of deformed exponential functions related to differ-
entiation over the second variable. We conclude that they are eigenfunctions of the operator
∂/∂y with deformed numbers as eigenvalues:

∂
∂y

eh(x,y) = {x}h eh(x,y),
∂
∂y

exph(x,y) = {x}h exph(x,y).

6. Applications

In this section, we will note the presence and potential of deformed exponentials in growth
models.
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Firstly, their applications in the population dynamics can be found in the papers of S.
de Andreis and P.E. Ricci [9] and G. Bretti and P.E. Ricci [10] and in our papers [5] and
[6].

Consider the number N(t) of individuals in the population at the time t with initial
value N(0) = N0. The model assumes that the increment of population in time period δ t is
proportional to N(t), i.e. the next difference equation is satisfied

∆t,δ tN(t) = rN(t), (19)

where r is called the intrinsic growth rate. The function t 7→ eδ t(r, t) is an eigenfunction of
the difference operator ∆t,δ t with eigenvalue r.

Hence, the solution of equation (19) can be expressed by the deformed exponential
function in the form

N(t) = N0eδ t(r, t) = N0(1+ rδ t)t/δ t . (20)

When δ t → 0, we get the Malthus model in population dynamics described by equation (see
[11])

d
dt

N(t) = rN(t), N(0) = N0,

whose solution is
N(t) = N0ert .

Obviously, N(t)→+∞ when t →+∞ with r > 0, it means that the species population is to
explode in a process of long-time evolution. Because the resources of the surrounding envi-
ronment in nature are always limited, therefore, unlimited population growth is impossible
when the species population is numerous.

In [10], the equation

d
dt

t
d
dt

N(t) = rN(t), N(0) = N0, N′(0) = N1 = rN0,

which describes the L–Malthus model, is discussed. In this case, population growth increases
according to the function e1(x), where

ek(t) =
∞

∑
n=0

tn

(n!)k+1 (k = 0,1, . . .).

Thus, the relevant increase is slower with respect to the classical Malthus model.
Consider a deformed h–Malthus model described by equation

d
dht

N(t) = rN(t), N(0) = N0.

Its solution is
N(t) = N0eh(t,r) = N0(1+ht)r/h.

With appropriate choice of the constant h> 0, we can obtain an arbitrary level of population
growth increase. Similarly, the second deformed h-Malthus model can be described by the
equation

d
dht

N(t) = rN(t), N(0) = N0,
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Year 1980 1985 1990 1995 2000 2005 2010 2015 2020 2025
Population 4.454 4.850 5.276 5.686 6.079 6.449 6.870 7.470 7.887 ?

Table 1: The world population from the year 1980 til 2020.
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Year0

2

4

6

8

10
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(a) N(t) = N0eh(t,r)
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Year0

2

4
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Population in billions

(b) N(t) = N0 exph(t,r)

Figure 3: The Malthus, L–Malthus and h–Malthus models

and its solution
N(t) = N0 exph(t,r) = N0

(
ht +

√
1+h2t2

)r/h
.

Here we will use data from Table 1 in order to predict the world population in 2025.

We will compare the functions which appear in the Malthus, L–Malthus and h–Malthus
models. Here, the upper bold-emphasized (red) function is N(t) = N0ert and the lower (blue)
is N(t) = N0e1(rt). The Estimation for the year 2025 by Malthus model is 9.91434 ·109.

Thin green lines are provided for h = 0.01(0.01)0.08.
The optimal function with eh(x,y) is provided for h = 0.0507207, and estimation of

the world population for the year 2025 is 8.61017 · 109. But, the optimal function with
exp{h}(x,y) s provided for h′ = 0.259719 and estimation of the world population for the year
2025 is 7.66321 · 109. Such big difference in the estimation comes from the fact that we
use initial points which are very far away from the required to be estimated. The optimal
functions are drawn as thick purple lines.

Using the same model as in (19) in the economy, we can express the well-known law of
composed interest by the deformed exponential function as

A(t) = P
(

1+
r
n

)nt
= Pe1/n(r, t),

where A(t) is the final amount, P is the initial investment, r is the annual nominal interest
rate, n is the number of times the interest is compounded per year and t is the number of
years.

Other interesting examples in the other sciences can be found, for example, in [8] and
[12].

7. Concluding remarks

Besides the classical statistical theories in which most distribution functions are based on
the exponential function and the entropy is based on the logarithm function, a few new
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theories appeared which required generalizations and deformations of well-known classical
functions. We wanted to point to the properties of these functions and their applications,
not only in statistical mechanics and thermostatics, nevertheless it might be of some interest
in the frame of information theory, cybernetics, control theory, etc.
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Abstract. This paper presents a methodology for the mass optimization of truss structures using 
Particle Swarm Optimization (PSO) coupled with Finite Element Method (FEM) analysis. The ap-
proach allows for the modification of nodal coordinates while maintaining structural integrity under 
specified loading conditions. The results indicate that the PSO algorithm effectively navigates the 
design space to identify optimal node positions that minimize structural mass while maintaining 
performance requirements. This methodology offers a promising approach for structural design in 
engineering applications where displacement reduction is critical.

Keywords: Particle Swarm Optimization, Truss Structures, Topology Optimization, Finite Element 
Method, Direct Coupling.

1. Introduction

Structural optimization is an area in engineering design that aims to find the most efficient config-
uration of a structure while satisfying various performance constraints. Truss structures are widely 
used in engineering applications due to their efficiency in load-bearing capabilities and material 
usage. Optimizing these structures can lead to significant material savings, reduced construction 
costs, and improved performance. Topology optimization of truss structures has traditionally been 
approached through mathematical programming methods, which often require sensitivity analysis 
and can be computationally expensive for complex structures. Shape optimization, which involves 
modifying the geometric configuration of the structure, offers additional opportunities for mass re-
duction by allowing the structure to adapt its form to the specific loading conditions [1]. Particle 
Swarm Optimization (PSO), first introduced by Kennedy and Eberhart [2], is a population-based 
stochastic optimization technique inspired by social behavior of bird flocking or fish schooling. 
PSO has shown promising results in various engineering optimization problems due to its simplic-
ity and efficiency [3]. However, its application to truss structure optimization, especially with direct 
coupling to Finite Element Analysis, has not been extensively explored. Initial efforts by Tang et al.
[4] and Fourie and Groenwold [5] demonstrated the potential of PSO for structural optimization, but
their approaches typically relied on separate FEM solvers rather than direct coupling. This paper
presents an approach that directly couples PSO with Finite Element Method (FEM) for optimizing
truss structures. The proposed method modifies the nodal coordinates of a truss structure while
maintaining connectivity to achieve displacement reduction while satisfying stress constraints.
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2. Problem Formulation

2.1 Truss Structure Optimization

The truss structure optimization problem can be formulated as a constrained optimization problem:

min
x

M(x)

s.t. σmax(x)≤ σallow

umax(x)≤ uallow

Lmin ≤ Li(x)
xLB ≤ x ≤ xUB

(1)

where M(x) is the mass of the structure, σmax(x) is the maximum stress in any element, umax(x)
is the maximum displacement at any node, Li(x) is the length of the i-th element, and x represents
the design variables, which in this case are the coordinates of the movable nodes.

Figure 1: Truss structure

The constraints ensure that the maximum stress and displacement remain below allowable val-
ues, that all member lengths remain above a minimum value, and that all design variables remain
within their bounds. The truss structure is presented in Figure 1.

2.2 Finite Element Formulation

For a truss element with nodes i and j, the element stiffness matrix in the local coordinate system is
given by:

kl =
EA
L

[
1 −1
−1 1

]
(2)

where E is the Young’s modulus, A is the cross-sectional area, and L is the element length. The
transformation matrix from local to global coordinates is:

C =

[
cosθ sinθ 0 0

0 0 cosθ sinθ

]T

(3)

239



where θ is the angle between the element and the global x-axis. The element stiffness matrix in
global coordinates is then:

kg = CT klC (4)

The global stiffness matrix K is assembled from the element stiffness matrices using connectiv-
ity information, [7]. The displacement vector u is obtained by solving:

Ku = F (5)

where F is the applied load vector, [6]. Once displacements are determined, element stresses
can be calculated using:

σi = E ·Bi ·ui (6)

where Bi is the strain-displacement matrix for element i, and ui is the displacement vector for
the nodes of element i, [7].

3. Particle Swarm Optimization

3.1 PSO Algorithm

The PSO algorithm maintains a population of particles (potential solutions) that move through the
search space according to simple mathematical formulae, [8]. Each particle’s movement is influ-
enced by its local best-known position and the global best-known position discovered by any particle
in the swarm [9]. For each particle i, the position update is governed by:

vt+1
i = wvt

i + c1r1(pi −xt
i)+ c2r2(g−xt

i)

xt+1
i = xt

i +vt+1
i (7)

Where: vt
i is the velocity of particle i at iteration t, xt

i is the position of particle i at iteration t, w is
the inertia weight, c1,c2 are acceleration coefficients, r1,r2 are random numbers between 0 and 1,
pi is the best position found by particle i (personal best), g is the best position found by any particle
(global best). In this implementation, a linearly decreasing inertia weight strategy is employed to
balance exploration and exploitation:

w = wmax − (wmax −wmin)×
t

tmax
(8)

Where wmax = 0.9, wmin = 0.4, and tmax is the maximum number of iterations.

3.2 Fitness function

The fitness function guides the PSO algorithm toward optimal solutions [4]. A penalty approach is
used:

f = Minitial

(
1+
(

δmax

δallow

)2

+

(
σmax

σallow

)2
)

(9)

This formulation heavily penalizes constraint violations, steering the search toward feasible regions.
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4. Direct PSO-FEM Coupling

A key contribution of this work is the direct coupling between PSO and FEM. Rather than call-
ing an external solver for each fitness evaluation, the FEM analysis is integrated directly into the
optimization loop, [7].

The direct coupling is implemented through the following steps: Pre-compute Initial FEM Ma-
trices( Before the optimization loop, the initial stiffness matrix K0 and load vector F are computed
for the original geometry), efficient Update of stiffness Matrix, the sparsity pattern of the stiffness
matrix remains constant, allowing for efficient memory allocation and computation, the FEM anal-
ysis operations are vectorized where possible to improve computational performance.

The pseudocode for the direct coupling is shown in Algorithm 1.
Algorithm 1: Direct PSO-FEM Coupling

1. Precompute K0 and F for original geometry;
2. Initialize particles with random positions within bounds;
3. For each iteration t = 1 to tmax:
4. For each particle i = 1 to nparticles:
5. Update geometry based on particle position
6. Efficiently update K from K0 using new geometry
7. Solve Ku = F for displacements
8. Calculate stresses, mass, and constraints
9. Evaluate fitness with penalties

10. Update personal best and global best
11. End For
12. Update particle velocities and positions
13. Adapt inertia weight w based on iteration
14. End For
15. Return best geometry and performance metrics

5. Implementation

The implementation of the proposed method was carried out in MATLAB. Problem Data Structure:
The truss structure is represented by nodal coordinates (geom), element connectivity (connec), ma-
terial properties (prop), nodal degrees of freedom (nf), and applied loads (load). The FEM analysis
includes efficient assembly of the global stiffness matrix, solution of the linear system for displace-
ments, and calculation of element stresses. The fitness function evaluates the mass of the structure,
checks for constraint violations, and applies penalties as needed. The results are visualized through
comparisons of the original and optimized geometries, as well as stress distributions.

5.1 Model description

The methodology is applied to a 23-node, 50-member planar truss structure. The initial config-
uration, shown in Figure 1, represents a typical bridge-like structure with dimensions spanning
approximately 150cm in length and 110cm in height. Material properties and constraints: Young’s
modulus: 210 GPa (steel), Density: 7850 kg/m3, Cross-sectional area: 0.001 m2. Loading condi-
tions consist of vertical downward forces applied at nodes 11 (10 kN) and 15 (20 kN), simulating
typical structural loading scenarios.
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The PSO algorithm was configured with the following parameters: Population size: 30 parti-
cles, Maximum iterations: 20, Acceleration coefficients: c1 = c2 = 2.5, Initial inertia weight: 0.9
(decreasing linearly to 0.4)

6. Numerical Results

To demonstrate the effectiveness of the proposed method, a truss structure optimization problem
was solved. The initial structure consisted of 23 nodes and multiple elements, with fixed nodes at
the two support points.

Figure 2: After PSO

The graphical representation of the results is presented in the Fig 3.

6.1 Optimization Results

The optimization was run for 20 iterations with 30 particles. Comparison of the original and opti-
mized geometries is presented in Figure 2. The optimized structure maintains the overall connectiv-
ity pattern but with modified node positions that result in a more efficient load path, and illustrates
the stress distribution in the original structure.

The exaggerated geometrical difference of the original and optimized structure is presented in
Figure 3. The comparison of the displacements of the structure before and after PSO optimization
are presented in the table 1.

7. Discussion

The results demonstrate that the proposed method is effective for optimizing truss structures. The
direct coupling between PSO and FEM provides computational efficiency, while the modified PSO
algorithm with dynamic parameter adaptation and constraint handling ensures robust convergence
to feasible solutions.

Several key observations can be made from the results:

1. All X-displacement values in File 2 are smaller than in File 1, with differences ranging from
−8.28 % to −23.79 % .
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Figure 3: Comparison of the structures

2. The Y-displacement differences vary, with some values increasing and others decreasing in
File 2 compared to File 1.

3. The largest X-displacement differences occur at nodes 18 and 19 (−23.79 % and −22.64) %.
4. The largest Y-displacement differences occur at nodes 2 and 4 (8.17 % and −9.90 %).
5. Nodes 1 and 20 show no displacement in both files, as they are fixed support points.

8. Concluding Remarks

This paper presented a novel approach for topology optimization of truss structures using Particle
Swarm Optimization directly coupled with Finite Element Method. The proposed method optimizes
the nodal coordinates of a truss structure to minimize mass while satisfying stress and displacement
constraints.

The key contributions of this work include:

1. A direct coupling strategy between PSO and FEM that eliminates the need for external solver
calls and improves computational efficiency.

2. A modified PSO algorithm with dynamic inertia weight adaptation and constraint handling
tailored for truss structure optimization.
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Table 1: Comparison of Node Displacements Between Analysis Results

Node X Displacement Y Displacement
File 1 File 2 Diff (%) File 1 File 2 Diff (%)

1 0.00 0.00 0.00 0.00 0.00 0.00
2 5.79 5.18 -10.59 -0.31 -0.34 8.17
3 5.79 5.17 -10.64 -1.80 -1.70 -5.80
4 9.32 8.35 -10.41 -0.62 -0.56 -9.90
5 9.33 8.42 -9.69 -2.86 -2.68 -6.23
6 12.22 11.12 -8.96 -0.93 -0.90 -3.87
7 12.46 11.28 -9.48 -3.77 -3.50 -7.21
8 13.90 12.65 -8.94 -1.03 -0.99 -4.65
9 13.67 12.52 -8.47 -3.76 -3.50 -6.93

10 12.99 11.87 -8.64 -4.80 -4.65 -3.17
11 13.06 11.86 -9.17 -5.24 -5.10 -2.66
12 13.12 12.01 -8.51 -2.93 -2.97 1.47
13 12.94 11.77 -8.99 -2.51 -2.55 1.36
14 14.19 13.01 -8.28 -7.15 -7.02 -1.91
15 13.63 12.48 -8.45 -7.62 -7.49 -1.65
16 8.04 7.05 -12.25 -1.84 -1.93 4.60
17 8.55 7.54 -11.82 -5.06 -4.98 -1.56
18 3.55 2.71 -23.79 -1.42 -1.47 3.51
19 3.73 2.89 -22.64 -2.86 -2.79 -2.50
20 0.00 0.00 0.00 0.00 0.00 0.00
21 13.71 12.55 -8.45 -7.79 -7.62 -2.12
22 13.61 12.46 -8.48 -7.78 -7.62 -2.13
23 13.61 12.46 -8.48 -7.94 -7.77 -2.21

3. A comprehensive implementation that includes efficient matrix operations, error handling,
and visualization capabilities.

The numerical results demonstrate that the method can achieve significant mass reductions while
maintaining structural integrity. The optimized structures exhibit improved efficiency in load trans-
fer, resulting in material savings without compromising performance.

Future work could explore the extension of the method to three-dimensional truss structures,
consideration of additional constraints such as buckling, and integration with multi-objective opti-
mization approaches to balance multiple competing objectives.
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Abstract:

The motion of a copter with a suspended payload in a vertical plane is considered. The
payload has a spherical shape and contains a concentric spherical cavity partially filled with ideal
liquid. The system is in a horizontal steady wind. The aerodynamic load on the payload is
described using the quasi-steady approach. The dynamics of the liquid is simulated using the
modified phenomenological pendulum model. The controllability and observability of a
stationary flight of a copter with the payload are studied. A control strategy is proposed aimed at
bringing the system from a certain initial state to a certain final state, so that the center of mass of
the copter moves along a given sufficiently smooth curve. The control is designed in such a way
as to ensure the suppression of oscillations of the liquid along the entire trajectory.

Key words: copter; slung load; liquid filling; dynamics; control

1. Introduction

The study of the dynamics of suspended loads and the development of effective control laws
for them has high practical importance for various fields (in particular, in relation with the
manipulation of loads using copters). The internal structure of the load can be rather complicated.
For example, it can contain a cavity partially filled with liquid. Fluctuations of the liquid under
certain circumstances have a noticeable effect on the behavior of the load, and this should be
taken into account when constructing the control. Multiple papers deal with various aspects of
this problem (e.g., [1-3]).

In the present work, the motion of a quadcopter with a slung spherical load that contains a
spherical cavity partially filled with ideal liquid is considered taking into account the
aerodynamic drag (including due to the wind). A control strategy is proposed aimed at tracking of
a given trajectory (provided that it is sufficiently smooth) and preventing large oscillations of the
liquid inside the cavity.

2. Problem Statement and Results

A mechanical system is considered that consists of a copter and a load. The load has a
spherical shape and is slung to the center of mass G of the copter with an inextensible weightless
string. The center of mass of the load coincides with the center of its spherical shell. Inside the
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load, there is a spherical cavity with the center. The cavity is partially filled with ideal fluid
(Fig. 1). It is supposed that the aerodynamic load (taking into account, in particular, the horizontal
steady wind) onto the sphere is reduced to the drag force. This force is described using the quasi-
steady approach. In order to simulate the oscillations of the liquid in the cavity, the known
phenomenological pendulum model is used with some modifications.

Fig. 1. Scheme of the system.

It is shown that the system is controllable and observable in the vicinity of the steady
rectilinear flight when only positions and speeds of the copter and load are measured. Estimations
are given for the maximum acceleration of the copter, such that the liquid oscillations remain
within the specified range. An algorithm for construction of the control of the copter thrust f is
proposed that ensures the motion of the copter from the rest at the starting point to the rest at end
point along the target trajectory (which is supposed smooth enough) with the specified cruising
speed in such a way that the amplitude of oscillations of the liquid in the cavity remains within
the specified limits. Numerical simulations show that the proposed algorithm is efficient in a wide
enough range of parameters of the system and characteristics of the target trajectory.

3. Conclusions

The proposed strategy for controlling the copter with a slung load partially filled with fluid
ensures such motion of the copter center of mass along the prescribed smooth enough trajectory
that the amplitude of oscillations of fluid inside the payload remains within the specified limits.
The control takes into account the aerodynamic drag force acting on the payload (including due to
the presence of horizontal wind).

The future work could involve addressing the effects of uncertainties in system parameters.
This could require the use of alternative control approaches, such as model predictive control or
reinforcement learning-based methods.
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Abstract:

Metastasis is a multistep process in which circulating tumor cells (CTCs) shed from the primary
tumor, enter the circulatory system, and interact with host cells before colonizing target organs.
Adhesive interactions with platelets, leukocytes, and endothelial cells play a crucial role in CTC
survival and extravasation. Platelets, in particular, enhance CTC survival in the bloodstream and
exacerbate metastasis by adhering to CTCs. To study the biomechanical conditions for CTC
arrest, we have developed a custom-built computational platform within the PAK software
combining 2D axisymmetric and solid-fluid models. These models serve to evaluate the limiting
conditions for CTC passage through capillaries under physiological conditions and explore the
relationship between capillary pressure gradients, CTC size, stiffness, and platelet size. Our
parametric study also investigates the impact of platelet number, CTC size, stiffness, and ligand-
receptor stiffness on CTC trajectory, axial position, and wall attachment. Both resting and
activated platelets were considered to quantify their effect on metastasis. Experimental data on
platelet-CTC adhesion forces—both with non-activated and thrombin-activated platelets—were
integrated into the model using a 1D finite element truss element for simulating active ligand-
receptor bonds. Relationships between CTC and platelet properties, ligand-receptor interaction
strength, and biomechanical conditions necessary for CTC arrest were established, contributing to
predictive capabilities for metastasis initiation and progression, further advancing our
understanding of metastasis dynamics.

Key words: metastasis, circulating tumor cells, platelets, adhesive forces, ligand-receptor bonds,
platelets activation
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Abstract:

Labor shortages, sustainability challenges, and the limitations of conventional robotic systems
for delicate tasks like crop harvesting drive the need for innovative solutions. This paper
introduces a low-cost, modular robotic platform that combines passive compliance with
extensibility, enabling safe human–robot collaboration and scalable operation in dynamic
agricultural, medical or industrial environments. The proposed hybrid Stewart-like platform
(SLP) integrates a parallel kinematic structure with scissor mechanisms, using lightweight, 3D-
printed components for rapid prototyping. This study provides detailed design and kinematic
analysis.

1. Introduction

Labor shortages and sustainability challenges in agriculture highlight the need for affordable,
adaptable robotic systems capable of handling delicate tasks like crop harvesting. Conventional
robotic solutions often lack the compliance and scalability required for safe human–robot
collaboration in dynamic environments [1]. This paper presents a hybrid Stewart-like platform
(SLP), show in the Figure 1. a), that combines a parallel kinematic structure with scissor
mechanisms. The design uses lightweight, 3D-printed components for cost-effective prototyping
and includes built-in springs and spherical joints for passive compliance, essential for handling
crops. Its modular design supports additional devices, such as grippers and cameras, expanding
functionality.

2. Design and Kinematic Analysis of a Hybrid Stewart-Like Robotic Platform

Kinematic analysis confirms the platform’s suitability for agricultural tasks, with three
degrees of freedom validated using Grübler’s equation [2]. Actuator positions are evenly
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The base platform houses actuators and springs, while the upper platform, supported by springs and
a scissor mechanism, can hold various end-effectors. While this study provides a detailed design
and kinematic analysis, it does not include result validation or quantitative comparisons with
simulations or experimental benchmarks. These aspects are planned for future work to enhance the
credibility and applicability of the proposed design.

Fig.  1. a) our SLP, b) and c) Sequence of transitions from the start to the endpoint

3. Conclusion

In summary, this work shows that compliant, extensible robotic systems can effectively bridge
the gap between affordability and advanced functionality, offering small-scale farmers adaptable,
efficient, and safe solutions for modern agricultural, medical, industrial applications.
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Abstract. In this paper, we used the Paden-Kahan subproblems and their extensions in the context 
of screw theory to solve the inverse kinematics of common robot manipulators: RR, RRR, RPR 
planar, and RPP spatial robot models. The inverse kinematics problem of a robot is fundamental to 
determining a robot’s mechanics, and among the different ways to solving it, we chose the Paden-
Kahan subproblems approach for its effectiveness and simplicity. The canonical subproblems have 
been significantly extended and of particular interest to us are the inclusion of solutions to paral-
lel screw axes for the second subproblem and prismatic joints instead of only revolute joints, also 
known as Pardos-Gotor subproblems, After solving the inverse kinematics of each robot model and 
representing the solutions via graphs, we then proceeded to demonstrate the correctness of our solu-
tions against the desired configuration and found that the orientational and positional errors between 
the desired configuration and our solution were in the range of floating-point arithmetic errors. Tak-
ing into account the simplicity during solving the inverse kinematics and the number of operations 
performed, we concluded that, at least where applicable, the Paden-Kahan subproblems and their 
extensions provide significant advantages to other methods.

Keywords: Inverse kinematics, Paden-Kahan subproblems, Pardos-Gotor subproblems, RR Robot, 
RRR Robot, RPR Robot, RPP Robot.

1. Introduction

The inverse kinematics (IK) problem of robot mechanics is an active research area that consists of 
determining the set of joint values of a robot corresponding to a given configuration. This is in 
contrast to the inverse problem, that is, determining the configuration that corresponds to a given set 
of joint values. This is known as the forward kinematics (FK) problem. There are also a couple of 
different frameworks under which we solve such problems, in this work we will be using the screw 
theory approach [1, 2], whose roots lie in the Mozzi-Chasles theorem [3] where rigid-body motion 
is decomposed into a rotational and translational part about a screw axis.

Multiple methods for solving a robot’s IK were developed. The more notable ones include using 
the Newton-Raphson numerical method [1], dialytical elimination for 6R robots by Manocha and 
Canny [2, 4], and the Paden-Kahan (PK) subproblems [2]. Among these, we will use the three PK
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subproblems, developed independently by Paden [5] and Kahan [6], which rely on the geometric
aspects of the mechanical structure of a robot to find closed-form analytical solutions. Several
extensions to the canonical form of the subproblems have been developed that further increase the
number of robot models solvable by these subproblems. Here, we will use the extended second
subproblem from [7] and the extended second and third subproblems to prismatic joints [8], also
known as the second and third Pardos-Gotor (PG) subproblems (the original subproblems apply
only to revolut joints).

Here, we aim to show the effectiveness of the PK subproblems and their extension in solving
the IK of common manipulator planar models, including RR, RRR, RPR robots, and an RPP spatial
robot model. As a result, for all the mentioned robot models, we started from the robots FK equation
and have reduced them to forms solvable by either the PK or PG subproblems.

In the next chapter, we will present the kinematic models of the robots and some key mechanical
specifications necessary for solving the robots IK problems. Afterward, we will briefly define the
canonical PK subproblems, its extension relevant to our case (we will only need the extension of
the second subproblem related to parallel screw axes), and the relevant PG subproblems. Then,
in the main part of the paper, we explain the steps to solve the problem and present the results.
Lastly, we perform a numerical tests where we check whether our results are correct for certain
joint coordinates. We will end with a discussion and conclusion of our findings.

2. Robotic Manipulator Models

The robotic manipulator models are presented in Figure 1. Based on this, their screw axes and home
configuration are shown in tables 1 and 2 respectively.

Index RR RRR RPR RPP

1
[
0 0 1 0 0 0

] [
0 0 1 0 0 0

] [
0 0 1 0 0 0

] [
0 0 1 0 0 0

]
2

[
0 0 1 0 −L1 0

] [
0 0 1 0 −L1 0

] [
0 0 0 0 1 0

] [
0 0 0 0 0 1

]
3 None

[
0 0 1 0 −L12 0

] [
0 0 1 0 −L12 0

] [
0 0 0 0 1 0

]
Table 1: The transposed screw axes of the robots in the space frame ST

i = (ωωωT
i ,vT

i ) ∈ R6 (based on
Figure 1) where the index i corresponds to the i-th joint, ωωω i is the screw axis’ angular velocity and
vi is the screw axis’ linear velocity. The notation Li j is the sum of the lengths from the i-th to the
j-th link, Li j = ∑

j
k=i Lk

RR RRR RPR RPP
1 0 0 L12
0 1 0 0
0 0 1 0
0 0 0 1




1 0 0 L13
0 1 0 0
0 0 1 0
0 0 0 1




1 0 0 L13
0 1 0 0
0 0 1 0
0 0 0 1




1 0 0 0
0 1 0 L3
0 0 1 L12
0 0 0 1


Table 2: The home configurations M ∈ SE(3) of the robots based on Figure 1
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(a) Planar RR robot (b) Planar RRR robot

(c) Planar RPR robot (d) Spatial RPP robot

Figure 1: Kinematic models of the manipulators where: {s}–space frame, {b}–body frame, Li–i-
th link length, Ri–i-th revolute joint, Pi–i-th prismatic joint, θi–i-th joint coordinate, x̂s, ŷs, ẑs–unit
vectors in the space frame, and x̂b, ŷb, ẑb–unit vectors in the body frame.
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3. Paden-Kahan and Pardos-Gotor subproblems

Here, we will only state the PK subproblems and their extension. The number of solutions, the
form of the solution and its existence are available at [2] for the canonical PK subproblems, [7] for
the extension of the second subproblem, and [8] for the extension of the canonical subproblems to
prismatic joints.

The canonical PK subproblems are stated as follows:

PK 1. Let S be a zero-pitch screw axis, and p,q ∈ R3 two points, find the joint coordinate θ such
that

e[S]θ p = q. (1)

PK 2. Let S1 and S2 be two intersecting zero-pitch screw axes, and p,q ∈ R3 two points, find the
joint coordinates θ1 and θ2 such that

e[S1]θ1e[S2]θ2p = q. (2)

PK 3. Let S be a zero-pitch screw axis, p,q ∈ R3 two points, and δ ∈ R+, find the joint coordinate
θ such that

∥e[S]θ p−q∥= δ . (3)

The extended second subproblem presented in [7] is stated as the second canonical PK, but the
screw axes need not intersect.

The first three PG subproblems are stated as the canonical PK subproblems, with the screw axes
being infinite-pitch rather than zero-pitch.

In the following chapters, we will use PKi ϕ j : “expression”, where i ∈ {1,3}, to specify that the
solution to the j-th joint variable determined using the i-th PK subproblem with parameters defined
by the expression (e.g. PK1 ϕ3 : e[S3]ϕ3m = n means that we can solve the expression by using
the first PK subproblem with m and n corresponding to p and q respectively in Equation (1)). In
the case of the second subproblem, we will write PK3 (ϕ j,ϕk) : expression to specify that we used
the third PK subproblem to solve for a pair of solution coordinates, i.e. for the j-th and k-th joint
variable. The same goes for PGi ϕ j : expression and PGi (ϕ j,ϕk) : expression which is the same as
PKi ϕ j and PKi (ϕ j,ϕk) : expression respectively but using the i-th PG subproblem instead of the
i-th PK subproblem.

4. Determining the Inverse Kinematics of the Robot Models

For these robot models, their FK can be expressed using the product of exponentials formula [1, 2]
as

n

∏
i=1

e[Si]θiM = Td(θθθ) (4)

where n–number of joints, [Si]–se(3) representation of the i-th screw axis Si, θθθ =
[
θ1 · · · θn

]T ∈
Rn–coordinate vector, and Td(θθθ) ∈ SE(3)–desired configuration. Another form of equation (4),
where we separate the known and unknown matrices, will prove to be useful:

n

∏
i=1

e[Si]θi = TdM−1 = T1 (5)
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Some additional notation that will be used is: ri ∈ R3–position vector pointing to the i-th screw
axis, pi–any vector other than ri, i.e. p ∈ R3 \ {ri}, ϕϕϕ =

[
ϕ1 · · · ϕn

]T ∈ Rn–unknown solution

vector, θθθ =
[
θ1 · · · θn

]T ∈ Rn–known coordinate vector and Tx = Rx+ p–shorthand notation
for multiplying T = (R,p) ∈ SE(3), where R ∈ SO(3) and p ∈ R3, with a three-vector x ∈ R3.

Some useful expressions that will be used include:

Tr = r, r ∈ R3 \{0}, T ∈ SE(3), (6)

where r points to the screw axis of T, taken from [2],

∥Tx−Ty∥= ∥x−y∥, x,y ∈ R3, T ∈ SE(3), (7)

taken from [1], and
e[S]θ x = θv+x, e[S]θ ∈ SE(3), S = (0,v) (8)

where S is an infinite-pitch screw axis. This expression is a direct result of the Mozzi-Chasles
theorem, i.e. for an inifnite-pitch screw axis S = (0,v), the theorem states that [1]

e[S]θ =

[
I θv

0T 1

]
. (9)

Based on this, we have solved the inverse kinematics of the robot models in the following
manner:

RR. Starting from Equation (5) where n = 2 and multiplying both sides with the position vector
of the second screw axis, we get

PK1 ϕ1 : e[S1]ϕ1r2 = T1r2, r2 =

L1
0
0

 , (10)

where we applied e[S2]ϕ2r2 = r2 (Equation (6)). Now, given the joint coordinate ϕ1 from the
previous equation, we separate the knowns from the unknowns in Equation (5) and multiply
by a vector p2 on both sides such that

PK1 ϕ2 : e[S2]ϕ2p2 = e−[S1]ϕ1T1p2. (11)

RRR. Starting from Equation (5) where n = 3 and multiplying both sides with the position vector
of the third screw axis, we get

PK2 (ϕ1,ϕ2) : e[S1]ϕ1e[S2]ϕ2r3 = T1r3, r3 =

L12
0
0

 . (12)

Now that we know the first two joint coordinates, we can determine the last joint coordinate
as

PK1 ϕ3 : e[S3]ϕ3p3 = e−[S2]ϕ2e−[S1]ϕ1T1p3. (13)

RPR. Starting from Equation (5) where n = 3 and multiplying both sides with the position vector
of the third screw axis, we get

e[S1]ϕ1e[S2]ϕ2r3 = T1r3, r3 =

L12
0
0

 , (14)

255



which cannot be readily solved because the screw axes don’t have the same pitch. Now
subtract from both sides of the equation the position vector of the third screw axis and take
the norm

∥e[S1]ϕ1e[S2]ϕ2r3 − r1∥= ∥T1r3 − r1∥, r1 =

0
0
r1

 , r1 ∈ R\{0}, (15)

and simplifying the left-hand side by using Equations (6) and (7) to get

PG3 ϕ2 : ∥e[S2]ϕ2r3 − r1∥= ∥T1r3 − r1∥. (16)

Going back to Equation (14) and using the now known joint coordinate ϕ2,

PK1 ϕ1 : e[S1]ϕ1(ϕ2v2 + r3) = T1r3. (17)

Now that we know the first two joint coordinates, we can determine the last joint coordinate
as

PK1 ϕ3 : e[S3]ϕ3p3 = e−[S2]ϕ2e−[S1]ϕ1T1p3. (18)

RPP. Starting from Equation (5) where n = 3 and taking the inverse of both sides,

e−[S3]ϕ3e−[S2]ϕ2e−[S1]ϕ1 = MT−1
d = T−1

1 ,

which is the same as
e[S3](−ϕ3)e[S2](−ϕ2)e[S1](−ϕ1) = T−1

1 ,

therefore we may multiply both sides by the position vector of the first screw axis,

PG2 (−ϕ3,−ϕ2) : e[S3](−ϕ3)e[S2](−ϕ2)r1 = T−1
1 r1, r1 =

0
0
r1

 , r1 ∈ R\{0}. (19)

Now we may derive the solution to the first joint coordinate using Equation (5) as such,

PK1 ϕ1 : e[S1]ϕ1p1 = T1e[S3](−ϕ3)e[S2](−ϕ2)p1. (20)

5. Numerical Testing Results

This section consists of testing the solutions from Section 4 by choosing specific parameters and
finding the positional and orientational error from the obtained results against the desired results.

The test was performed for each robot model separately in the following algorithmic manner:

Step 1. Parameter selection: Li–link lengths, θθθ ∈ Rn–vector of joint coordinates where n = 2 for
the RR robot model and n = 3 for all other models, ri–screw axes position vectors that are
not fully defined by the parameters Li, and pi ∈ R3 \ {ri}–3-vectors where ri is a point on
the i-th screw axis of a robot. The vectors pi must be linearly independent of ri, because this
implies that pi ̸= ri. If they were equal to each other, then they would be scalar multiples of
each other, hence linearly dependent, which is against our assumption that they are linearly
independent.

256



Figure 2: Solution vectors graph. The nodes refer to all possible joint coordinates, and the links
constitute different solution vectors. The solution vector elements are computed via the links from
top to bottom

Step 2. Parameter computation: Based on the chosen parameters, compute: the screw axes based
on Table 1, the home configurations based on Table 2, the position vectors ri defined by
equations (10), (12), (14), (15), and (19) depending on the robot model we are testing, the
desired configuration Td(θθθ) from Equation (4), and accordingly the homogeneous transfor-
mation matrix T1 from Equation (5).

Step 3. Determining the solution set: Each PK and PG subproblem can have zero or one solution
for a specific coordinate, but some subproblems may produce two solutions for a specific
coordinate. Thus, if a joint value or a pair of joint values have multiple solutions, we need
to combine each of these solutions with the rest of the singular solutions to obtain multiple
solution vectors ϕϕϕ i. The number of solution vectors for a desired configuration is based on
the way we solve the robots’ IK and the robots’ mechanical specification. We group all of
these solution vectors in the set

Φ = {ϕϕϕ i | Ts(ϕϕϕ i)≊ Td(θθθ)}. (21)

For example, if we solve a robot’s IK by first finding the coordinate ϕ11 (and ϕ12, if it
exists) using the third PK subproblem, and then find ϕ2 using the first PG subproblem, we
may get up to two solution vectors ϕϕϕ1 =

[
ϕ11 ϕ2

]T and ϕϕϕ2 =
[
ϕ12 ϕ2

]T (if ϕ12 exists).
This is because the second PK subproblem may give two solutions (ϕ11,ϕ12) for the first
joint coordinate. The set of solutions Φ can be represented by a graph, as in Figure 2 for
the previous example.

Step 4. Computing the homogeneous solution matrices, orientational errors and positional
errors: For each solution vector from the set of solutions Φ, compute the resulting solution
configurations Ts,i(ϕϕϕ i) based on Equation (4). To find the orientational er and positional
ep errors, we split each solution matrix’s Ts,i = (Rs,i,ps,i) and desired configuration Td =
(Rd ,pd) into its rotation matrix and position vector, and determine the errors as such:

er =
1

cardΦ

cardΦ

∑
i=1

√
tr[(Rd −Rs,i)T (Rd −Rs,i)], (22)

ep =
1

cardΦ

cardΦ

∑
i=1

√
(pd −ps,i)T (pd −ps,i), (23)

i.e. er is equal to the arithmetic mean of the Frobenius norm of the difference between
the desired and solution rotation matrices, and ep is equal to the arithmetic mean of the
Euclidean norm of the difference between the desired and solution position vectors. The
notation cardΦ represents the cardinality of the set Φ, and trA is the trace of an n× n
matrix A.
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The parameters chosen for the tests are available in Table 3, the solution graphs in Figure 3,
and the results of the tests in Table 4. For the test, we used the Python programming language1,
version 3.12.5. In it, we used the NumPy library [9], version 2.2.4, and Mehanika robota library
[10], version 2025.3.28, which also contains the code for the tests in the “eksperimenti” subfolder
under the names icssm10 rr.py, icssm10 rrr.py, icssm10 rpr.py, and icssm10 rpp.py. In
NumPy, we used double-precision floating points, i.e., numpy.float64 numbers for all relevant
computed variables.

Parameter Unit RR RRR RPR RPP

Li m {0.2,0.2} {0.6,0.4,0.2} {0.1,0.2,0.1} {0.3,0.3,0.1}

θθθ m or rad*
[

π/6
−π/3

] −π/6
π/2

−π/3

  0
0.1

−3π/2

  π

0.05
0.1


ri m None None r1 =

0
0
0.1

 r1 =

0
0
0.1


pi m p2 =

0
0.1
0

 p3 =

0
0.1
0

 p3 =

0
0.1
0

 p1 =

0
0.1
0


* coordinate elements θi that define distance for prismatic joints have their units in me-

ters, while those that define angle coordinates for revolut joints have their units in
radians.

Table 3: Parameters chosen for the tests

Robot Model er(rad) ep(m)

RR 2.3551386880256624×10−16 0.0
RRR 4.7934573604794705×10−17 1.1800650497257945×10−16

RPR 7.540531475574731 ×10−17 2.7755575615628914×10−17

RPP 0.0 0.0

Table 4: Test results

6. Discussion

In Section 4, we determined the IK of the selected robot models. Although the calculations were
rather simple for our selected model, this might not always be the case. Especially for, e.g., 6R
robots, which are also common in practice, the FK equation has six unknown coordinates, and
solving its IK using subproblems can be achieved with a somewhat narrow set of geometries.

1http://www.python.org
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(a) Planar RR robot (b) Planar RRR robot

(c) Planar RPR robot (d) Spatial RPP robot

Figure 3: Solution graphs of the common robot models according to the solutions from Section 4

In the test results (Table 4), we see that the magnitude of the error is so low that it is justified
as errors occurred during floating-point arithmetic. This justification is due to double precision
floatings having between 15 and 17 significant digits, and other than the exact results being null, the
small errors have significant digits within that range. The tests that were performed are in no way
exhaustive, for that we would need to test against numerous joint coordinates θθθ ; rather, it is used to
demonstrate the effectiveness of using PK subproblems.

7. Conclusion

The simple and small number of calculations performed to solve each robot manipulator, compared
to, e.g., the Newton-Raphson method and dialytical elimination for 6R robots by Manocha and
Canny, is the main strength of employing PK subproblems and their extension to solve a robot’s
IK. The results from Table 4 further reinforce the precision of such analytic results, albeit they only
serve as a demonstration. The main drawback of such a method is the geometry of a robot and the
number of joints. Hence, while the subproblems can be applied to various robot models, they are
not always applicable.
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Abstract:

The behavior of welded steel I-girders presents a complex stability and elastic-plastic
problem. The girders are loaded over a short length of the flange and within the plane of the web,
under either concentrated or uniformly distributed loads, commonly referred to as patch loading.
This study analyzes welded steel I-girders both with and without longitudinal web stiffening. The
girders, or sections of the girders, are not perfectly flat in terms of their geometry, and the
materials from which the girders are made exhibit certain deviations, referred to as geometric and
structural imperfections. These imperfections can influence the behavior of the girders, and they
are accounted for in this research. The load was progressively increased until the ultimate load
capacity was reached, which was characterized by the buckling of the web. The analysis was
conducted using the ANSYS software package, and the results were compared with experimental
data from the literature.

Key words: steel I girders, patch loading, ultimate load capacity, imperfections

1. Introduction

The behavior of welded plate girders subjected to patch loads or partially distributed loads on
the flange in the plane of the web presents a complex stability and elastic-plastic problem.

The complexity of this problem arises from the fact that, on one hand, there is localized
buckling of the girder in the web, while, on the other hand, the load due to buckling does not
coincide with the limit load. In practice, this situation is encountered during bridge assembly,
specifically during the process of launching the bridge into its final position over temporary or
permanent supports.

The influences that occur may exceed the load capacity of the structure at certain points due
to patch loading. Since a complete theoretical solution to this problem has not yet been found, a
more detailed analysis is needed. To address such problems and perform the design, it is essential
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to consider both the geometry of the girders and the characteristics of material from which they
are made [1]. Solving this problem requires a combination of experimental research and
numerical analysis, with particular emphasis placed on this approach in the present paper. In
numerical simulations, where models are developed, it is crucial to incorporate imperfections in
the girders. Numerous studies over the past decades have identified key parameters influencing
the behavior of plate girders subjected to patch loading, including the thickness of the web,
flange size, spacing of vertical and longitudinal stiffeners, yield stresses of girder components,
load distribution length, and the value of the bending moment [2], [3], [4].

Both geometric and material non-linearities play a significant role in the girder's behavior.
Initially, when analyzing the behavior of plate steel girders, models were composed of ideally flat
plates. However, it is evident that real structures are not perfectly flat and exhibit initial
imperfections before the load is applied. These irregularities have become an essential
consideration in the analysis, and it has been demonstrated that, in some cases, their impact is
significant [5], [6].

The importance of this issue is highlighted by the fact that European regulations, such as
EN1993-1-5 in Annex C [7], provide recommendations for determining initial imperfections.
However, studies addressing the impact of real imperfections on the magnitude of the limit load
are relatively limited in the literature.

The analysis of the girders was conducted using the ANSYS program [8]. Both girders
without longitudinal stiffeners and those with a longitudinal stiffener near the loaded upper
flange were examined. The influence of the length of the uniformly distributed load on the loaded
flange and in the web plane, the girder's behavior in the nonlinear domain, and the ultimate load
(characterized by a progressive increase in deformations of the flanges and web, with strains
continuing to increase without a corresponding rise in force) were investigated. Numerical
simulations were performed to evaluate the behavior of the girder model and the ultimate load
values for different material models in the plastic domain, with the goal of selecting the model
that provides results most closely aligned with the real structure [9], [10], [11].

Recently, there have been particularly interesting works that use artificial neural networks
to predict patch loading [12], [13].

2. Model characteristics

The models of the girders analyzed and their geometry were selected from the literature. It 
should be noted that while the literature contains a large number of girders with varying 
dimensions, this study focuses on girders that are part of the experimental results of Dr. 
Marković [14]. These results were used as the model for numerical simulations, as they were 
available to the authors. These models represent a portion of larger girders, with the emphasis 
placed on the girder surface affected by patch loading.

Regarding the geometry, four types of girders were analyzed. All girders have dimensions 
of 500x500 cm, with two girders featuring a longitudinal stiffener at one-fifth of the height from 
the loaded flange, while the other two girders are without longitudinal stiffener. Additionally, 
two girders are subjected to a patch load with a width of 50 cm, and the other two girders are 
subjected to a patch load with a width of 150 cm. In this way, four distinct cases are considered, 
as shown in Figure 1. The girders are labeled Series A.
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Fig.1. Model sketch with geometry

Table 1 presents the geometric characteristics for each of the girders.

Girders A1 A2 A3 A4
(mm)

s 500 500 500 500
h 500 500 500 500
tw 4 4 4 4
bfl 120 120 120 120
tfl 8 8 8 8
l 50 150 50 150

hst - - 30 30
tst - - 8 8
s - - 100 100

Table 1. Geometric characteristics of the girders model

During the experimental investigation, the girders were subjected to testing within a
specially designed closed frame, with the load being applied by a press connected to a hydraulic
pump. Initially, the force was increased in large increments, followed by smaller load increments
in subsequent stages.

In patch loading experiments, there is a wide range of load control methods that can be
applied, depending on the research goals, loading dynamics, and specific requirements for
controlling stability, vibrations, and stress distribution. Some of them are: ramp control, sine
wave control, step control, constant force control, proportional-integral-derivative, trapezoidal
control, adaptive control, feedback control etc. In further research, it would be useful to compare
the results obtained with different load application methods.

Throughout the testing process, lateral displacements were recorded at key points along the
web, and deflections were measured at the midpoint of both the top and bottom flanges. Strains
were monitored at selected points on both the web and flanges, and lateral displacements were
measured at the mid-span cross-section of the web following each load variation.

The load was gradually increased until the ultimate load was reached. At this point, the
ultimate load was characterized by a progressive increase in the deformations of the flanges and
the web, as well as strains, without a further increase in applied force. During this process, visible
buckling of the web occurred below the zone where the load was applied. In girders with
longitudinal stiffeners, buckling was most prominent between the loaded flange and the
longitudinal stiffener.
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After the maximum load was maintained for a specified duration (which varied across the
individual tests), the girders were unloaded, and the residual deformations of the web and loaded
flanges were measured.

2.1 Geometrical imperfections

The aim of this research is, among other objectives, to examine the influence of real
geometric imperfections in the girder web on the ultimate load, with the girder models for
computer simulations being represented as girders with imperfections [15].

The initial shape of the girder for the numerical model was defined based on the precise
geometry of the examined experimental model. In the experimental setup, the initial geometric
imperfections of the web were measured at multiple points using a measuring device.
Imperfections in the flanges and stiffeners were not considered. Figure 2 illustrates the shape of
the initial geometric imperfections of web before load application, with the values magnified to
emphasize the imperfections.

Fig.2a girder imperfections A1                    Fig.2b girder imperfections A2

Fig.2c girder imperfections A3                    Fig.2d girder imperfections A4

Fig.2. The shape of the initial geometric imperfections of web, for all type of girders

2.2 Material imperfections

Assigning the appropriate material behavior parameters is crucial for obtaining relevant 
data through numerical analysis. For the steel girder under consideration, its mechanical 
properties are defined by the modulus of elasticity, Poisson's ratio, and both compressive and 
tensile yield strengths. It is assumed that the material is isotropic, exhibiting identical mechanical 
properties in all directions.

To obtain the most accurate data possible, steel coupons were extracted from the girder 
webs and tested. Each coupon had a width of 12.5 mm and a length of 65 mm. The test results 
were then used to develop simplified material models of the σ-ε curves [14]. The tests confirmed

A1 - girder imperfections A2 - girder imperfections

A3 - girder imperfections A4 - girder
imperfections
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that the material corresponds to steel grade S275. In cases where a more realistic representation is
required, the material curve can be approximated as a multilinear curve, which will better
represent the material characteristics if such data are available. The σ-ε diagram representing the
material characteristics of one of the coupons is shown as “multilinear curve” in Fig. 3.

Recommendations for design in EN-1993-1-5 Annex C [16] also address material property
considerations. The behavior of structural steels is elasto-plastic. Once the yield point fy is
reached, the material no longer behaves in a linear-elastic manner but becomes plasticized and
strengthened, meaning material non-linearity occurs. Depending on the accuracy and availability
of data, the following material models are proposed: a bilinear stress-strain curve, where material
data are unavailable, with yield assumed as a horizontal line or with a slope defined by E/10000;
alternatively, the curve may be approximated with a slope of E/100, accounting for material
strengthening.

According to BSK07, Swedish standards [17], a multilinear curve obtained by calculation,
as shown in Fig. 3. is recommended. In this study, bilinear curves with tangent modulus
Et=E/10000E, Et=E/100, and in additional analyses with Et=E/1000 will be used, as specified in
the European standard EN1993-1-5.

Fig.3 σ-ε multilinear curve according to the BSK07 standard

The material's modulus of elasticity is 210 MPa, and the Poisson's ratio is ν=0.3\nu =
0.3ν=0.3. The material models used are based on the isotropic assumption and the Von Mises
plasticity theory.

During the non-linear analysis, the values of strains were calculated based on various
material models in the elastic-plastic region [18]. For example, for Model A3, a numerical
simulation was performed on the same girder using five different material behavior models
during loading until failure, as follows:
− EN1993-1-5: Multilinear curve corresponding to the real material curve.
− BSK07 (Swedish standard): multilinear curve, Fig.3.
− EN1993-1-5: Bilinear curve with tangent modulus Et=E/10000E.
− Bilinear curve with tangent modulus Et=E/1000 for additional analysis.
− EN1993-1-5: Bilinear curve with tangent modulus Et=E/100.
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Fig.4 σ-ε curves used in numerical modeling

3. Modeling of the girders

To obtain the most accurate results, the girder model was fully adapted to the experimental
setup. The numerical modeling was performed using the ANSYS software [10].

The girder modeling process included the following steps: defining material properties,
specifying the appropriate geometry of the girder, incorporating geometric imperfections of the
ribs, applying boundary conditions, assigning loads based on the experimental models, selecting
an appropriate finite element mesh size, and setting other relevant parameters for the analysis
[19]. The numerical models were developed to closely replicate the experimental models.

Fig.5 Numerical model in ANSYS

The geometry of the girders with initial deformations, along with the material
characteristics and models, was presented in the previous section. The loading was applied to the
girder in the same manner as in the experiment.

The load was applied in six increments. For each type of girder, the load increment varied
according to the expected ultimate load value, as determined by the experimental data. This
approach allowed for monitoring the variation in the stress and strain state of the girder
throughout the loading process.

Starting with the finite element mesh size, we selected a specific element size. As the
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elements were made progressively smaller and the mesh refined, the computed solution
converged towards the true solution. The criterion for convergence was a difference of less than
5% between two iterations. This approach allowed for effective discretization of the finite
element mesh. The chosen finite element size was 1.5 cm. The finite elements used were of type
'SOLID 186,' defined by twenty nodes, making them well-suited for nonlinear analysis [19].

One of the primary objectives of this modeling is the determination of the girder's ultimate
load capacity. This section presents the determination of the ultimate load for four types of
girders with six different material models. The obtained results are compared with experimental
data, and an analysis of these results is conducted. The increase in ultimate load capacity with
both the length of the loading and the influence of stiffeners is discussed.

In the numerical analysis, the criterion for determining the ultimate load is the point at
which the solutions begin to diverge, and the girder starts to lose stability, exhibiting a sudden
increase in deformations.

The analysis of the ultimate load values was performed for all types of girders and different
material models: the σ-ε curve based on experimental data, the σ-ε curve according to the
experimental model and BSK07 standard [17], and bilinear curves with tangent moduli Et=E/100,
Et=E/1000 and Et=E/100000. The calculated ultimate loads were compared with the
experimentally obtained ultimate loads [20]. The analysis of ultimate load values for all types of
girders and various material models was conducted by comparing these results with the
experimental outcomes. The ultimate load capacities, expressed in kN, for all four types of girders
(A1, A2, A3, and A4) are presented in Table 2.

Material models A1 A2 A3 A4
Averagevalue

(%)

Experiment (kN) 165 215 183 255 -

Multi. EN (kN) 178,174 216,9275 188,5 274 -
Δ (%) 7,98 0,90 3,01 7,45 4,84

BSK (kN) 162 196,297 164,472 262 -
Δ (%) −1,82 −8,70 −10,12 2,75 5,85

E/10000 (kN) 172 235,406 176,962 299,407 -
Δ (%) 4,24 9,49 −3,30 17,41 8,61

E/1000 (kN) 174 235,642 177,396 302,591 -
Δ (%) 5,45 9,60 −3,06 18,66 9,19

E/100 (kN) 180,5 238,637 185,5 302,438 -
Δ (%) 9,39 10,99 1,37 18,60 10,09

Table 2. The values of ultimate load capacity

3. Results

Numerical analysis was performed to obtain the limit load results for different material
models. As shown in Table 2, all material models provided satisfactory congruence. The best
match was observed with the material model using the multilinear curve according to
experimental data, which exhibited an average deviation of 4.84% across all girder types.

The analysis of the results revealed the increase in ultimate load capacity when a
longitudinal stiffener is added to the girder. The increase in ultimate load capacity for girders
with a patch loading length of 50 mm (A1 and A3) and 150 mm (A2 and A4) for different
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material models is presented in Fig. 6.

Fig.6. Increase in ultimate load for different patch loading lengths

The same diagram also shows the increase in ultimate load capacity when the patch
loading length is increased from 50 mm to 150 mm. The girders without longitudinal stiffeners
(A1 and A2) and the girders with longitudinal stiffeners (A3 and A4) are presented for different
material models.

With and without stiffener (%) Length of patch loading is increased from
c=50÷150 mm (%)

c=50 mm c= 150 mm Without stiffener With stiffener
A1and A3(%) A2 and A7(%) A1 and A2(%) A3 and A7(%)

Experiment 9,84 15,69 23,26 31,20
Multi. EN 5,8 20,83 17,86 59,66

BSK 1,53 25,08 17,47 37,22
E/10000 2,88 21,38 26,93 40,90
E/1000 1,95 22,13 26,16 41,37
E/100 2,77 21,10 24,36 38,67

Average value 2,99 22,10 22,56 43,56

Table 3. Increase of ultimate load capacity when the length of patch loading is increased and
longitudinal stiffener is present, expressed in percents

Table 3 presents an analysis of the increase in ultimate load capacity. The first two columns show
the percentage increase in ultimate load capacity when a longitudinal stiffener is added to the
girder. The first column presents the girders with a patch loading length of 50 mm, while the
second column presents those with a patch loading length of 150 mm. The third and fourth
columns show the increase in ultimate load capacity when the patch loading length is increased
from 50 mm to 150 mm. The third column presents the girders without stiffeners, and the fourth
column presents the girders with stiffeners.

4. Conclusions

This paper develops appropriate numerical models using the ANSYS software package,
which best represent the experimental models. The objective of this research is to obtain results
that can be used in practical applications to select the most suitable material model for analysis, in
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accordance with European standards.
Upon analyzing the obtained results, it was concluded that all material behavior curves

provided satisfactory outcomes. The material model corresponding to the multilinear curve of the
real material based on experimental data, showed the best agreement with the experimental
results, with an average deviation of 4.84% for all types of girders.

 When analyzing the results, the following considerations must be taken into account:
initial geometric imperfections are assumed to be present only in the web; the material
characteristics for the real curve, as well as the yield stress fy and tensile strength fu, are assumed
to be the average values from the tested coupons; the material properties of the flanges and webs
are assumed to be identical (which was not the case in the experiment); the impact of welds and
initial geometric imperfections in the flanges and stiffeners is neglected; and accurately defining
boundary conditions is not possible, among other factors.

Taking these factors into account, it can be concluded that satisfactory agreement was
achieved between the results obtained experimentally and those from the numerical analysis.

The behavior of plate girders under patch loading is highly complex and depends on
various parameters. As demonstrated, the resulting deformations need not be significant.
Plasticization begins at the most heavily loaded section of the web, initially occurring at the
surface and then progressively spreading through the thickness of the web.

This suggests that two combinations should be analyzed for each structure: a girder made
of high-grade steel with a higher yield strength and a slender web, or a girder made of low-grade
steel with a thicker web. The parameters leading to an increase in the ultimate load were
analyzed, and the conclusion is that the ultimate load increases more significantly with an
increase in the length of the applied load from 50 mm to 150 mm than with the addition of a
longitudinal stiffener to the girder.

This conclusion has practical applications. In bridge assembly, when a bridge is being slid
into its designed position over temporary or permanent supports, it is beneficial to increase the
contact surface between the girder and the support, thereby enhancing the ultimate strength of the
girders.
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Abstract. This research explores the possibility of simplifying model predictive control strategy 
for robotic manipulators and improving the control system’s performance with data-driven learning 
controllers. The main goal is to synthesize a controller that will be feasible for embedded hardware. 
Simplifying the robot dynamics is done using the ultra-local model method, and then new equations 
of motion are used to solve a nonlinear optimization problem in model predictive control. An iter-
ative learning controller with a serial structure is added for increased performance when the given 
task is repetitive. Test simulation is carried out in Matlab to verify the feasibility of the proposed 
control system. Results of the simulation show that the proposed controller indeed manages to at-
tenuate external disturbances and improve performance through the learning process.

Keywords: Model Predictive Control, Ultra-local model, Iterative Learning Control, Robotics, Tra-
jectory tracking.

1. Introduction

Trajectory tracking is one of the key elements of robot control system design. Achieving ac-
curate trajectory tracking under disturbances, unmodeled dynamics, and parametric uncertainties 
is challenging for multiple Degree of Freedom (DoF) mechanisms such as robotic manipulators. 
Various control approaches are used to address trajectory tracking problems for robotic manipula-
tors, from simple PID controllers to advanced controllers such as Inverse Dynamics, Sliding Mode 
Control, Adaptive Control, Robust Control, Fuzzy Control, and Model Predictive Control (MPC)
[1, 2, 3, 4, 5, 6, 7]. Most advanced control strategies for robotic manipulators are model-based, 
meaning that a model of the robot manipulator dynamics is required to satisfy controller perfor-
mance.

Model Predictive Control is one of the few model-based control strategies extensively used in 
industry, especially the petrochemical industry [8]. MPC also found its applications in the field 
of robotics [9, 10]. Robot manipulators’ dynamics are inherently nonlinear and strongly coupled, 
especially in robots with three or more degrees of freedom. The concept of simplified dynamics 
model under the term ultra-local model from [11] is investigated in [12] for mobile robots MPC.

Further improvement of the control system performance can be made by incorporating a feed-
forward controller to compensate for any known disturbances, reduce delay in the response signal, 
etc. A control strategy suitable for trajectory tracking problems for systems executing repetitive 
tasks is Iterative Learning Control (ILC) [13]. The ILC is an intelligent, data-driven control method
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aimed at improving the trajectory-tracking performance of the system that operates repetitively over
a fixed time interval [14]. Few papers tackle improving the MPC performance with iterative learning
controllers [15, 16].

This research presents the integration of MPC and ILC using a control scheme consisting of
a serial ILC and MPC controller based on an ultra-local model for position control of the robot
manipulator. The UL-MPC controller is based on the simplified dynamics model via an ultra-local
representation that is updated at every time step. The motivation for the serial ILC structure is
modularity and ease of implementation.

The remainder of this paper consists of Section 2. which describes the concept of the ultra-local
model; Section 3. which presents the proposed control system design; Section 4. which displays
simulation results; and Section 5. gives concluding remarks.

2. Ultra-local model

The n-degree of freedom robot manipulator equations of motion are:

A(q(t))q̈(t)+C(q(t), q̇(t))q̇(t)+Qg(q(t)) = Qa(t), (1)

where q(t) ∈ Rn×1, q̇(t) ∈ Rn×1, and q̈(t) ∈ Rn×1 are vectors of generalized coordinates q j(t),
q̇ j(t), q̈ j(t),( j = 1, ...,n) representing joint positions, speeds and accelerations, respectively, term
A(q(t))∈Rn×n is the inertia matrix, term C(q(t), q̇(t))∈Rn×n is the Coriolis and centrifugal forces
matrix, and Qg(q(t)) ∈ Rn×1 is a vector of generalized forces due to gravity, u(t) ∈ Rm×1 is a
vector of generalized joint actuation torques, where m is a number of actuated joints. Let the (1) be
expressed in the following general form:

q(ν)(t) = f (q(ν−1)(t), . . . ,q(t),u(t)), (2)

where q(t) ∈ Rn×1 is vector of system outputs and its time derivatives up to ν th order, and u(t) ∈
Rm×1 is vector of control input, in this case we adopt that n = m. The equations of motion (2) can
be represented as an ultra-local model (ULM) for a MIMO (Multiple Input Multiple Output) system
with the following equation:

q(ν)(t) = f(t)+Bu(t), (3)

where q(ν)(t) is the ν th derivative of the system output vector q ∈ Rn×1 at time t, B ∈ Rn×m is the
positive diagonal square gain matrix chosen by trial and error, u(t) ∈Rm×1 is the control input vec-
tor. The vector f(t) ∈ Rn×1 is a differentiable continuous vector function comprising non-modeled
dynamics and external disturbances. The procedure for establishing an ultra-local model is follow-
ing:

• Find q(ν)(t). The value of derivative order ν can be both integer or fractional ν ∈ R, but in
case of robotic manipulator ν = 2;

• To obtain the estimated value f̂(t) of f(t), substitute the ν th order derivative of the system
output q(ν)(t) and control input at the previous time step u(t −T ) (T is the sampling period)
into following equation:

f̂(t) = q(ν)(t)−Bu(t −T ), (4)

• Finally, establish ultra-local model by substituting f̂(t) into (3):

q(ν)(t) = f̂(t)+Bu(t), (5)

where estimated function f̂(t) is a piecewise constant function.
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3. Serial ILC-UL-MPC controller design

This control scheme consists of a nonlinear UL-MPC controller based on the ultra-local representa-
tion of robot dynamics and a serial ILC controller (Figure 1). Given that ν = 2 for robot manipulator,
the ultra-local model system of equations is:

q̈(t) = f̂(t)+A−1(q(t))u(t). (6)

Ultra-local model (6) in a discrete state-space form is:

x(k+1) =
[

x2(k)
f̂(k)+Bu(k)

]
, (7)

where k= 0, . . . ,N is the time step index, N is the total number of time steps, and x(k)= [x1(k), x2(k)]T ,
x1(k) = q(k),x2(k) = q̇(k) is the state vector.

The basis of the Model Predictive Control is to define and solve optimization problems accord-
ing to the imposed constraints and defined objective function. Equations (7) are being used to solve
nonlinear optimization problems for a specified time interval called the horizon. The general form
of the nonlinear optimization problem reads:

min f (x), g(x)≤ 0, h(x) = 0, x ∈ X, (8)

where f (x) is objective function, g(x) are inequality constraint, h(x) are equality contraints and X
is set of values which vector x can have. The proposed UL-MPC controller defines optimization
problem as:

min f (x,u) =
N

∑
k=0

eT (k)We(k)+uT (k)Ru(k); W =

[
Wp 0
0 Wv

]
, (9)

x(k+1)− f (x(k),u(k)) = 0; f (x(k),u(k)) =
[

x2(k)
f̂(k)+Bu(k)

]
, (10)

x ∈ X,u ∈ U (11)

where W and R are weighting matrices (matrix W consists of two sub-matrices Wp and Wv that
are representing position and velocity states weights, respectively), e(k) = δxd(k)− x(k) is errors

u(k;i)
d(k;i)

xd(k) δxd(k;i)

δxd(k;i-1)

+
+

RobotUL-MPC
x(k;i)

e(k;i-1)

u(k-1;i)

x1(k;i-1)

Q

L +
+-

+

ILC

Figure 1: Control scheme of the proposed serial ILC-UL-MPC controller. Indices k and i denote
time step and iteration index, respectively.
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vector, u(k) is control inputs vector, and X and U are sets of all possible values vectors x and u
can have. The problem defined by (9), (10) and (11) is solved for each time step k over the period
defined by a horizon of time samples NH and from the obtained optimal control signal uopt(kNH)
only the first value u(k) = uopt(1) is applied as a control input. The same procedure is repeated for
all time steps kN.

The reference signal δxd(k) for the UL-MPC can be controlled to achieve better performance by
applying ILC. Since ILC controllers add iteration dimension beside time to the control problem, the
notation for iteration-varying vectors is adopted as x(k; i) where i denotes the iteration index. The
controller structure where the output from the ILC is used as a reference for the next stage controller
is usually named serial, indirect, or cascaded. This contribution adopts the term serial as a naming
convention. Let the reference to UL-MPC be defined as:

δxd(k; i) = Q
(

δxd(k; i−1)+Le(k; i−1)
)

(12)

where L is the learning gains matrix and Q is the robustness gains matrix. Matrices L and Q are
divided in sub-matrices as:

Q =

[
Qp 0
0 Qv

]
, L =

[
Lp 0
0 Lv

]
. (13)

where superscripts p and v denote relation to position x1 and velocity x2 parts of the state vector x,
respectively. Equation (12) represents ILC update law.

4. Simulation setup and results

The simulation is conducted to verify and test the proposed controller on a three-degree-of-freedom
robot manipulator - NeuroArm (Figure 2). The robot’s desired trajectory is defined in joint space as a
cubic polynomial, with velocity and acceleration determined as its first and second time derivatives.
The control system is simulated in Matlab and Simulink with a uniform sampling period of T =
0.01s, and the horizon for UL-MPC is chosen to be NH = 5 time steps. The joint position, speed,
and torque limits are given in Table 1, and parameters for the proposed ILC-UL-MPC controller are
shown in Table 2. The performance of the ILC controller in the iteration domain is measured using
the infinite norm of the error - ∥e j∥ = maxk|e j(k)|. Each robot joint is subjected to a disturbance
torque in the form of a step function defined as:

Figure 2: NeuroArm robot manipulator.
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Joint j qlb
j (deg) qub

j (deg) q̇lb
j (deg/s) q̇ub

j (deg/s) ulb
j (Nm) uub

j (Nm)

1 -90 90 -5 5 -20 20
2 -90 90 -5 5 -20 20
3 -90 90 -5 5 -20 20

Table 1: Lower (index - lb) and upper (index - ub) bounds of state and actuation variables.

Joint j W p
j j W v

j j R j j Lp
j j Lv

j j Qp
j j Qv

j j

1 10 0.1 0.001 1 0 0.85 1
2 100 0.1 0.001 1 0 0.85 1
3 45 0.1 0.001 1 0 0.85 1

Table 2: Control parameters for UL-MPC and ILC controllers.

d(k) =

{
0, k ≤ 100
D, k > 100

, D = 5Nm. (14)

Simulation results have shown that the proposed controller improves the trajectory-tracking perfor-
mance of all three DoFs (Figure 3). Data in Figure 3 indicates that the ILC update law successfully
improves the performance of the UL-MPC controller. The infinite norm of the errors converges as
iterations progress, and after approximately six iterations, the learning process is finished. Figure
5 shows an error in the time domain at the 10th iteration, where disturbance attenuation can be
observed at t = 1s. A similar observation can be seen in Figure 6, at t = 1s, as actuators react to a
disturbance torque. Measured vs desired joint positions in Figure 4 illustrate the satisfying perfor-
mance of the proposed controller, as actual joint positions successfully track given desired positions.

0 2 4 6 8 10
Iteration (-)

0

0.5

1

1.5

2

2.5

In
fin

ite
 E

rr
or

 N
or

m
 (d

eg
)

j=1
j=2
j=3

Figure 3: Infinite norm convergence of the error signal for all three joints, j denotes joint index.
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Figure 4: Desired vs actual joint positions at 10th iteration, j denotes joint index.
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Figure 5: Errors for all three joints at 10th iteration, j denotes joint index.
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Figure 6: Control efforts for all three joints at 10th iteration, j denotes joint index.

5. Concluding remarks

The research presented in this contribution proposes a controller for robot manipulators using the
model predictive control and iterative learning control strategies. The test simulation confirms that
the proposed controller’s implementation of the simplified dynamics model is successful. The UL-
MPC controller successfully attenuates external disturbances, and the addition of serial ILC im-
proves performance after a learning process of ten iterations. Errors at the end of the learning
process were under 0.5◦, which is acceptable for robotic manipulator systems.
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Abstract:
Almost all mechanical systems operate under conditions of coupled mechanical problems,

most often nonlinear. One of the primary sources of nonlinearity is the contact phenomenon,
which is present in a large number of complex mechanical systems used, for example, in
engineering and biomedicine. So far, no exact analytical methods exist for solving the response of
bodies in contact in solid mechanics. To achieve this, the Finite Element Analysis (FEA) is
employed, whose accuracy largely relies on properly chosen initial and boundary conditions, as
well as the contact parameters, especially the contact stiffness. However, when the contact is
coupled with other phenomena within the same mechanical problem, solving this task becomes
far more complex. This is especially the case with engineering mechanical systems, where other
phenomena, such as dynamics, impact, material elastoplastic characteristics, thermal strains,
geometric nonlinearities, and multiple contacts, often appear as also nonlinear and can only be
reduced to linear ones by introducing appropriate simplifications and assumptions. Nowadays,
high accuracy in predicting the operating conditions and behavior of contemporary mechanical
systems is also required. This leads to further complexity of models and simulations of the
investigated complex mechanical systems. From the perspective of using validated approximate
methods, such as FEA, the required knowledge of both the modeled systems and the modeling
approaches is exceptionally high. To illustrate the problems that may arise when modeling such
systems, as well as the approaches developed for solving complex mechanical problems with
coupled nonlinear phenomena, including contact, this paper presents and discusses various case
studies that the author has solved in previous years [1-4], as shown in Figure 1. An original
approach in developing highly accurate and less time-consuming models for FEA based on
controlled and precisely tailored models built from the bottom-up will be presented, meaning that
FEA models are bottom-up developed to ensure accuracy, fidelity, and efficiency, and
simultaneously adapted to the planned simulations from the very beginning.
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I.D.Atanasovska, An Overview of coupled mechanical problems including contact phenomena solved by FEA

Fig. 1. Von Mises stress distribution for coupled nonlinear mechanical problems including contact – case
studies

Key words: coupled problems, solid mechanics, nonlinearity, contact phenomena, FEA
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Abstract. Liquid crystal elastomers (LCEs) are unique materials that exhibit distinctive properties
due to their dual nature—combining the orientational characteristics of liquid crystals with the elas-
ticity of polymers. In monodomain samples, the mesogens, which are attached to polymer chains
and modeled as a unit nematic director, align along a single preferred direction. A key feature of
LCEs is their response to mechanical stretching, displaying semi-soft elasticity and the formation of
stripe domains under specific conditions. Experimental observations indicate that in stripe domain
patterns, mesogens in adjacent stripes rotate by the same angle but in opposite directions. This study
seeks to model the formation of stripe domains in viscoelastic nematic LCEs subjected to mechan-
ical stretch and high strain rates. The approach employs a dynamic three-dimensional mixed finite
element formulation in the FeniCSx environment.

Keywords: Shear striping; Nematic LCEs; Viscoealsticity; Semi-soft elasticity;

1. Model formulation and numerical results

Nematic liquid crystal elastomers form an important class of highly responsive multifunctional ma-
terials combining the anisotropy and self-organisation of liquid crystal mesogens with the flexibility
of cross-linked polymeric networks [1]. To observe shear stripes and semi-soft elasticity one needs
to adopt improved models acounting both of these phenomena.To define an incompressible model
of viscoelastic nematic LCE we adopt the next additive strain-energy function [2]:

ΨR = Ψ
lce+ f ra+neq
R =

µ1

2
(
trC−3

)
+∑

α

1
2

µ
(α)
neq

(
trC̄e(α)−3

)
+ (1)

µ2

2
(A : A−3)+

JK f

2
∥∇nF−1∥2 +

K
2
(J−1)2,

where α = 1,2,3 , µ1,2 are equilibrium shear coefficents, µ
(α)
neq are non-equilibrium shear coefficents,

F is the deformation gradient, C is isochoric part of the right Cauchy-Green deformation tensor,
A = G−1FG0 with natural deformation tensor G defined as G = a−1/6I +

(
a1/3 −a−1/6

)
n ⊗ n,

n= [sinθ ,cosθ ,0] is the director field vector defining the orientation of LCE mesogens as a function
of angle θ (see Fig. 1(a)) , G0 is the natural deformation tensor for the initial nematic state.

The weak form of the system equations implemented in FEniCSx are obtained as:∫
VR

(
Ptot − pJF−T ) : Gradw1dvR = 0, (2)

∫
VR

−Σ : Gradw2 +φ ·w2dvR = 0,
∫

VR

(J−1)w4dvR = 0. (3)
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where Ptot is the total first Piola–Kirchhoff stress tensor, Σ is the couple stress tensor, φ is the internal
orientation body force and (w1,w2,w3) are test function corresponding to known field variables
(u1, p,θ).

Figure 1a shows a 2D liquid crystal elastomer (LCE) model in the nematic state subjected to
quasi-static uniaxial stretching perpendicular to the nematic director orientation. Figure 1b depicts
the formation of multiple stripe domains after finite deformation of the LCE sample, where the red
and blue regions represent distinct values of the director angle θ , illustrating the striping pattern.
The implemented model in FEniCSx demonstrates the ability to capture both stripe formation and
semi-soft elasticity. However, these combined elastic and micro-structural instabilities can lead to
numerical convergence issues. By incorporating a viscoelastic model, we achieve two key improve-
ments: (1) a more realistic representation of the elastomer matrix’s viscoelastic behavior and (2)
enhanced stability in the finite element method (FEM) simulations.

(a) Illustration of uniaxial stretch (b) Formaton of stripe domains

Figure 1: (a) Schematic representation of the 2D nematic LCE model, illustrating mesogen align-
ment and the definition of characteristic angles. (b) Visualization of the shear striping phenomenon
in the 2D LCE model, highlighting regions of localization.

2. Concluding remarks

In conclusion, the developed viscoelastic-nematic LCE model successfully captures both the strip-
ing and semi-soft elasticity phenomena characteristic of nematic LCEs. The implemented FEM
framework in FEniCSx exhibits robust stability and convergence, even under large deformation in-
crements and coarse mesh discretizations. These results are promising for future studies on more
complex phenomena, such as dynamic wrinkling and creasing deformations in nematic LCEs.
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Abstract: 

Seismic metamaterials represent artificially engineered periodic structures capable of 
effectively suppressing Rayleigh waves that threaten building integrity, demonstrating significant 
potential in seismic protection applications. However, the rapid inverse design of low-frequency 
broadband bandgaps remains a critical challenge for engineering implementation. This study 
develops a collaborative optimization framework integrating Q-Learning algorithms and Kriging 
surrogate models, successfully overcoming performance limitations in low-frequency and 
broadband scenarios while achieving precise co-regulation of first bandgap width and initial 
frequency. Considering the inherent uncertainties in geological parameters, material property 
variations, and structural complexity, we introduce a multi-source stochastic factor coupling 
analysis technique to systematically evaluate the reliability of metamaterial systems. 

Key words: seismic metamaterials; inverse design; structural reliability analysis 
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Abstract. This work is dedicated to the computational implementation of a finite strain model 
of electro-viscoelastic interactions occurring in dielectric Nematic Liquid Crystal Elastomers (NL-
CEs), including key phenomena such as Maxwell’s stress, director rotation, deformations, the elec-
tric Fréedericksz transition, and dissipation. By integrating the framework of continuum mechanics 
and Maxwell’s equations, the governing equations for dielectric NLCEs are systematically derived. 
This approach ensures the formulation of thermodynamically consistent constitutive relations, cap-
turing the coupled electro-mechanical behavior and time-dependent viscoelastic response. Special 
attention is given to the finite element implementation in the FEniCSx software, focusing on the 
electro-viscoelastic defomations and instabilities. The study explores various deformation modes 
that may emerge during Fréedericksz transition phenomena, with particular focus on the bending 
actuation of a bilayer sample.

Keywords: Nematic elastomers; Visco-hyperelasticity; Finite deformation; Fréedericksz transition;

1. Model formulation, numerical results and conclusions

In order to develop continuum model of LCE with included nematic micro-structure which depend 
on director filed, we adopt principle of virtual power [1], where following equations represent bal-
ance laws in material description:

DivP+bR = ρRü, DivΣ+π = 0, Skw
(
PFT −π ⊗n+Σ(∇n)T )= 0, (1)

in which P is the first Piola-Kirchhoff stress tensor, u is the displacement vector, Σ is the couple
stress tensor, π is the internal orientation body force, n is the director field vector and F is the defor-
mation gradient. To complete the system of governing equations we include Maxwell’s equations,
DivD̃ = 0 and CurlẼ = 0. Applying the second law of thermodynamics and assuming the additive
property of Helmholtz free energy function ψR, the constitutive equations are [2]:

P = J

[
M

∑
α=0

Je(α)−1 ∂ψ
(α)V−E
R

∂Fe(α)
Fe(α)T

]
F−T +

∂ψNC
R

∂F
+

∂ψFrank
R

∂F
+

∂ψMW
R

∂F
, (2)

π =
∂ψR

∂n
, Σ =

∂ψR

∂∇n
, Ẽ =

∂ψR

∂ D̃
,

and dissipation inequality as ∑
M
α=1 Me(α) : Dv(α) ≥ 0, where J = detF and Je(α) = detFe(α). The term

Ẽ =−∇φ represents the electric field and D̃ = det(F)F−1DnF−T Ẽ is the electric displacement, φ is
the electrostatic field, all given in the referential configuration.
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The numerical implementation of the weak form of our system equations [1] and [2] is per-
formed in FEniCSx, where weak form equations are given as∫

P

(
P− pJF−T ) : Gradw1 +ρRüdvR = 0,

∫
P
−Σ : Gradw2 +π ·w2dvR = 0, (3)∫

P
D̃ ·Gradw3dvR = 0,

∫
P

(
J−1+

p
K

)
w4dvR = 0,

and evolution equation for viscoelastic flow Ċv(α)
= 1

τα J−2/3
[
C− 1

3(C : Cv(α)−1)Cv(α)
]
.

Figure 1 depicts the electro-mechanical deformations of the 2D NLCE sample, highlighting the
electric Fréedericksz transition and finite bending deformation. The initial director field is assumed
to be perpendicular to the applied electrostatic field. Fig. 1a shows how an increasing electric field
intensity causes a rotation of mesogen directors, which all gradually aligns with the electric field
direction, leading to the sample contraction [3]. This Fréedericksz transition is particularly useful
for actuation devices, especially in bilayer structures. The bending actuation mode, depicted as a
cantilever beam in Fig. 1 b), reveals how a weak electric field can trigger substantial deformation.

(a) Electric Fréedericksz transition (b) Bending deformation of DLCE

Figure 1: Snapshots of the finite electro-viscoelastic deformation of the 2D DLCE sample, with di-
rector field reorientation and distribution of electic potential. The results are visualized in ParaView.

To summarize the results of this study, we have: (i) developed a thermodynamically consis-
tent model of viscoelastic NLCEs subjected to an electrostatic field, (ii) demonstrated the electric
Fréeder- icksz transition, and (iii) analyzed the finite bending actuation mode in a bilayer sample.
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Abstract. During the construction of mass concrete structures, embedded water pipe cooling sys-
tems are critical for mitigating thermal cracking and ensuring structural integrity. Accurate predic-
tion of the thermal field within these structures is essential for optimizing cooling system design 
and minimizing thermal stress risks. In this study, a localized meshless collocation method based 
on multiquadric radial basis functions (MQ-RBF) is proposed to simulate the thermal field evolution 
in concrete structures integrated with water pipe cooling systems. The method introduces a novel 
adaptive strategy for dynamically determining shape parameters in MQ-RBF, enhancing numeri-
cal stability and spatial discretization accuracy. By employing a localized domain discretization 
scheme, the algorithm generates sparse coefficient matrices, significantly reducing memory require-
ments by compared to global meshless methods while maintaining computational precision. The 
framework is rigorously validated through benchmark cases, including a complex 2D scenario with 
five cooling pipes and a 3D simulation incorporating time-dependent boundary conditions. Some 
results can be seen in Figure 1 and Figure 2.

Figure 1: Comparison of the numerical solutions obtained by the proposed LRBFCM and the FEM,
where the FEM contains 10813 degrees of freedom

In all examples[1, 2], the Neumann boundary conditions are taken into account. We have found
that the results in the sub-domain of Neumann boundary parts should be simulated by using more
points. Usually, the local points should be more than 20 for two-dimensional problems and a bit
more for three-dimensional problems. Compared with the analytical results or the results obtained
by the FEM, all tested examples demonstrate that the proposed LRBFCM could provide accurate
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Figure 2: The numerical solutions of max(T) versus time with a pipe or no pipe obtained by the
proposed LRBFCM.

predictions. The convergence, stability and efficiency of the present scheme also are presented in
these examples. The obtained numerical results indicate that the proposed LRBFCM has great po-
tential for the design of the water pipe cooling system.

Keywords: Mass concrete; Cooling system; Localized method
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APPLICATION OF SOFT MREs FOR MAGNETICALLY INDUCED ACTUATION 
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Abstract. In this contribution a model for a soft magnetic magnetorheological elastomer material 
is derived and numerically applied for magnetically induced actuation of a polymeric cantilever 
beam. The model encompasses both microstructural details and macroscopic behaviour of MREs 
through continuum mechanics framework, including nonlinear visco-elasticity and full magneto-
mechanical coupling, accounting for complex material phenomena such as magnetostriction. The 
governing equations are derived following standard thermodynamically consistent procedure, by 
applying the virtual power principle for an isothermal case, arriving at the suitable free energy ex-
pressions and the corresponding constitutive relations for magneto-active materials. The model is 
validated against the results from the literature, and then applied to analyse actuation of a polymeric 
cantilever beam by introducing soft-MRE patches and varying the surrounding magnetic field. The 
results show that soft-MREs are highly suitable for magnetic actuation and soft-robotic applications.

Keywords: Magnetoactive actuators, Magnetorheological elastomers, Finite magneto-viscolasticity.

1. Introduction and problem statement

If small particles of a magnetic material are embedded in elastomeric matrix, such compound 
materials exhibits large magnetostriction effect and are knows as magnetorheological elastomers 
(MRSs). Depending on the magnetic particles used, MREs can be ”soft-magnetic” and ”hard-
magnetic”. Soft-magnetics have narrow magnetic hysteresis loop and are highly responsive to vari-
ations in the surrounding magnetic field, while hard-magnetics have much wider magnetic hysteresis 
loop and require higher magnetic field intensity changes to modify their magnetization. Therefore, 
hard-MRSs are better applied in structures with magnetically-dependent shape, while soft-MREs 
are more suitable for actuation purposes. In this contribution, a mathematical model for a soft-MRE 
actuator is derived and numerically implemented to illustrate its robustness in application practice.

2. Mathematical and numerical modelling

Material model is developed using the continuum mechanics framework, by assuming nonlinear 
viscoelastic properties with full magneto-mechanical coupling, thus obtaining a macroscopically 
homogeneous material, while accounting for soft-MRE microstructure. The governing equations are 
derived following the thermodynamics constitutive methodology [1], by applying the virtual power 
principle for an isothermal case, while also including inertial effects, since these are vital when 
dealing with actuation applications. The viscoelastic model proposed by Anand et. al. [2] has been 
adopted, with α = 1, ...,M, M = 3 dissipation branches. With G as the shear modulus, K the bulk 
modulus, J = det(F), C = FT F, I1 = tr(C), µ0 the magnetic permeability, h the magnetic field,
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ms the magnetization saturation limit and χ the magnetic susceptibility, the total free energy ψR of
the material can be expressed in the following form:
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(Īe(α)

1 −3)+ J
(
−µ0

1
2

hR ·C−1hR

)
+ J

(
−µ0

[
m2

s

χ
ln
(

cosh
(

χ

ms

√
hR ·C−1hR

))])
(1)

The appropriate constitutive relations were derived and the model was also validated against other
recent numerical models [3], which were verified with experimental results from the literature.
This material model has been numerically implemented in FEniCSx software to analyse a polymer
cantilever beam actuated by two soft-MRE patches connected to it from both sides. The actuation
is achieved through varying the surrounding magnetic field and the results are shown in Figure 1.

A��

h
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(a) Numerical model - initial state

h

(b) Actuation by magnetic field (c) Time response of the actuated beam

Figure 1: Soft-MRE actuator. a) FEM model of a polymer cantilever with MRE patches, b) beam
actuation through the varying magnetic field c) Horizontal tip displacement of the actuated beam

3. Concluding remarks

In this contribution we have derived a mathematical model for a viscoelastic soft-magnetic MRE
material and applied it to analyse of a magnetic actuator of a polymeric beam. The results show
that soft-MREs are very responsive to magnetic field changes and that MRE patches can be readily
used for actuation purposes. Special attention should be given to problem of control and mitigating
inertial effects, but this is beyond the scope of the presented contribution and is left for future studies.
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Niš, Serbia, June 18-20, 2025
M.1.7
Extended abstract

Inertial Amplification Effects on Wave Dispersion in Metastructures 
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Abstract. We investigate a metastructure made from unit cells with coaxial Timoshenko beams and 
rigid bodies, and an inertial amplifier attached at the left end. The inertial amplification mechanism 
is consisted of two auxiliary masses which are connected with rigid bars to both the beam and main 
mass. Using a combination of the transfer matrix method and the spectral element method, we ex-
amine how changing one design parameter affects the dispersion properties. Inertial amplification 
induces low-frequency wave attenuation without increasing system mass, which is one of the key 
challenges in metastructure design. These findings offer an effective strategy for wave control in pe-
riodic structures composed of elastic and rigid segments, with potential applications in lightweight 
acoustic insulation and seismic isolation for structures such as buildings and bridges.

Keywords: inertial amplifier, periodic structure, frequency band structure, spectral element method, 
transfer matrix method

Figure 1: Unit cell consisted of two coaxial beams with a rigid body between them, and an inertial
amplifier attached at the left end.

The point force resulting from the inertial amplifier (IA) acting at the attachment point is [1]:

f =− (c−bω2)mMω2

c−bω2 −mMω2 w, b = m0
cot2 θ −1

2
, (1)

where w is the transverse displacement of the beam at the attachment point, mM is the main mass of
IA, c is the spring stiffness, ω is angular frequency, b is equivalent inertance, m0 is auxiliary mass
and θ is the angle between the spring and a rigid bar, as depicted in Fig. 1. By using the transfer
matrix method and applying the Floquet-Bloch theorem to two consecutive unit cells, we obtain the
dispersion relation (EIP) [2], a function of dimensionless wavenumber and frequency f (κ̃,Ω) = 0.
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The EIP is solved over a range of frequencies to obtain the dispersion diagram [2]. By employing the
spectral element method for a system of 20 unit cells with a unit force acting at one end, and solving
for displacements, we also obtain the frequency response function (FRF), in logarithmic scale [3].
The results shown in Fig. 2 indicate that attenuation bands due to Bragg scattering (BSBGs) can
be expanded by up to 50% across all frequency ranges. Furthermore, we observe a local resonance
band gap (LRBG) at a lower frequency range, controlled by the chosen design parameter instead of
system mass. A near-coupling effect between local resonance and Bragg scattering band gaps can
also be achieved, leading to the formation of a wider low-frequency band gap.

(a) (b)

Figure 2: Dispersion diagram (red, dotted) and frequency responce function, when: a) θ = 10◦, b)
θ = 70◦, compared to results derived without the inertial amplifier (black, dashed line). BSBGs are
designated in blue and LRBGs are desgnated in yellow.
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Abstract: 

This study develops a physical model to predict how pollutants move through fractured aquifers, 
particularly focusing on the behavior of solutes in fractures that trap water. We combine detailed 
simulations and simplified models to predict pollutant behavior in fractured rock systems.  This is 
a first step toward improving how we predict pollutant transport in real-world fractured aquifer 
systems. 
Key words: Upscaling method, Anomalous diffusion, Fractal fracture, Fractional derivative 
1. Main content

Complex structures in fractures and the rock matrix, which are difficult to map exhaustively
at the local scale, can dominate contaminant transport in fractured aquifers. An upscaled model is 
therefore needed to effectively characterize solute transport in a heterogeneous fracture-matrix 
system on a large spatiotemporal scale. Most existing upscaling methods, however, do not 
specifically quantify the influence of matrix diffusion and fracture surface roughness on solute 
transport, and their upscaling parameters are usually difficult to obtain. To fill this knowledge 
gap, first, a time fractional advection-dispersion equation (t-FADE) model, which can accurately 
describe solute transport in straight fractured media, is proposed. Next, the influence of local 
roughness and tortuosity of fractures on transport is comprehensively considered by introducing 
trend lines. The t-FADE is used to characterize solute transport in each segment of rough 
fractures, and an upscaled model describing solute transport in rough fractures is established by 
averaging the governing equations of each segment. Finally, a time dependent attenuation 
function is introduced into the convolutional function of the upscaled model to overcome the 
error caused by overlapping diffusion regions. Model comparison and analysis reveal that the 
rough wall of fractures strengthens matrix retention capacity, leading to a delayed peak of the 
breakthrough curve (BTC) with a lower peak concentration, which can be quantitatively 
characterized by the ratio of the actual fracture length to its longitudinal length; however, the 
fracture structure does not affect the solute BTC’s trailing concentration at the constant fracture 
mean flow velocity without considering mechanical dispersion, so the relatively simple straight 
fracture model can be used to describe the trailing stage of transport in rough-walled fracture 
media. 

Pollutant transport in discrete fracture networks (DFNs) exhibits complex dynamics that 
challenge reliable model predictions, even with detailed fracture data. To address this issue, this 
study derives an upscaled integral-differential equation to predict transient anomalous diffusion in 
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H.G. Sun, Upscaling anomalous transport in fractured media using fractional advection-

dispersion equation model

two-dimensional (2D) DFNs. The model includes both transmissive and dead-end fractures 
(DEFs), where stagnant water zones in DEFs cause non-uniform flow and transient sub-diffusive 
transport, as shown by both literature and DFN flow and transport simulations using COMSOL. 
The upscaled model's main parameters are quantitatively linked to fracture properties, especially 
the probability density function of DEF lengths. Numerical experiments show the model's 
accuracy in predicting the full-term evolution of conservative tracers in 2D DFNs with power‐
law distributed fracture lengths and two orientation sets. Field applications indicate that while 
model parameters for transient sub-diffusion can be predicted from observed DFN distributions, 
predicting parameters controlling solute displacement in transmissive fractures requires additional 
field work, such as tracer tests. Parameter sensitivity analysis further correlates late-time solute 
transport dynamics with fracture properties, such as fracture density and average length. Potential 
extensions of the upscaled model are also discussed. This study, therefore, proves that transient 
anomalous transport in 2D DFNs with DEFs can be at least partially predicted, offering an initial 
step toward improving model predictions for pollutant transport in real-world fractured aquifer 
systems. 
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Abstract:
Symbolic regression (SR) is an alternative approach to unveil a suitable symbolic expression for 
diffusion law, connecting the experimental measurement, which has been used in engineering, 
economy, psychology, physics, chemistry, to derive mathematical and physical expressions. In 
granular cemented paste materials, diffusion dynamics no longer follows a simple diffusion law, 
but transfers to a two-stage multiscale diffusion process. In this study, the two-stage diffusion 
law, i.e., mean squared displacement (MSD) is estimated to characterize water and chloride 
diffusion in Friedel’s salt without any empirical assumptions via an improved deep physical 
symbolic regression model, which combines the recurrent neural networks with the physical 
symbolic regression method. The MSD and time-averaged MSD are simulated to evaluate non-
ergodicity of the multiscale diffusion in terms of the scaled Brownian motion, where the Fokker-
Planck equation has a time dependent diffusion coefficient. The established two-stage diffusion 
law is verified by using the molecular dynamics simulated data of water and chloride diffusion in 
Friedel’s salt under increasing hydration time and temperatures. This study provides an artificial 
intelligent method to detect the physical properties of granular cemented paste materials from
the perspective of multiscale diffusion.

Key words: Recurrent neural network, Physical symbolic regression, Multiscale diffusion, Mean 
squared displacement, Ultraslow diffusion, Friedel’s salt

Main results:

Fig. 1 Two stages of the MSD data in Friedel’s salt.
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Fig. 2 Expression generation sketch at the first-stage diffusion process.
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Fig. 3(a) Plots of subdiffusion model (SDM), ultraslow diffusion model (UDM), first-stage
diffusion model (FSDM), and second-stage diffusion model (FSDM) in fitting the entire diffusion
processes of water at 20 ℃ and Fig. 3(b) entire diffusion processes of water at 40 ℃.

References
[1] Chen Z., Wang N. Learning dynamics from coarse/noisy data with scalable symbolic

regression, Mech. Syst. Signal Pr. 2023 (190) 110147.
[2] Muller T., Hernandez A., Wang C. Machine learning for interatomic potential models, J.

Chem. Phys. 2020 (152) (5) 050902.
[3] Schneider M., Beeres K., Coban L., et al. Associations of non-symbolic and symbolic

numerical magnitude processing with mathematical competence: a meta-analysis,
Developmental Sci. 2017 (20) (3) e12372.

[4] Chen J., Wang B., Zhang W., et al. Study a decay and proton emission based on data-driven
symbolic regression, Comput. Phys. Commun. 2024 (304) 109317.

[5] Tenachi W., Ibata R., I.Diakogiannis F., Deep symbolic regression for physics guided by
units constraints: Toward the automated discovery of physical laws, Astrophys. J. 2023
(959) (2) 99.

[6] Udrescu S., Tegmark M., AI Feynman: A physics-inspired method for symbolic regression,
Sci. Adv. 2020 (6) (16) eaay2631.



297 

Mini-Symposia 2: Turbulence 

Organizer: 
Đorđe Čantrak (Faculty of Mechanical Engineering, University of Belgrade, Serbia).



10th International Congress of the Serbian Society of Mechanics
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Extended Abstract.

Surgical site infections (SSIs) represent a significant concern in healthcare, contributing to pa-
tient morbidity and mortality during and after surgery. The operating room (OR) environment, par-
ticularly the performance of its ventilation system, plays a vital role in minimizing the risk of these
infections. Laminar airflow (LAF) systems are commonly implemented in ORs to deliver clean air
and reduce contamination risks. Nevertheless, even though the system is referred to as laminar,
the airflow is turbulent, even over the surgical table, which could not guarantee the desired sterile
and clean air flow required for optimal conditions. Airflow behavior in these settings - especially
under the influence of thermal plumes produced by hotter human bodies and physical obstructions
due for instance to the presence of lamps or other objects - remains insufficiently understood due to
the complexity of fluid dynamics and the influence of multiple unpredictable factors. Capturing the
intricate fluid dynamic structures involved through numerical simulation is not feasible in this case,
and performing experiments in a full-sized operating room for practical reasons is also not possible.

To investigate this, a scaled-down model of an operating room with a LAF ventilation system
has been designed and is currently being manufactured. The model includes critical elements, such
as five manikins representing OR staff and one recumbent manikin simulating a patient on the surgi-
cal table. To ensure dynamic similarity, the model and ventilation system are designed to maintain
Richardson and Reynolds numbers consistent with those of a full-sized operating room. Based on
these considerations, water was chosen as the experimental medium, and the model dimensions are
87.5× 87.5× 37.5 cm, with a LAF outlet velocity of 0.066 m/s. Thermal plumes generated by
heated manikins, along with obstruction elements like ceiling-mounted surgical lights, are incorpo-
rated to replicate real-life conditions.The 3D model of the operating room is shown in Figure 1.

The velocity field within the surgical zone will be measured with Particle Image Velocimetry
(PIV). This method will allow for the identification of flow distribution patterns and the detection
of potential instabilities that may affect the safety and well-being of patients and staff in the OR.
The findings are expected to deliver valuable insights into the velocity field of air in ORs equipped
with LAF systems, contributing to the optimization of ventilation design and enhancing the quality
of the surgical environment.
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Figure 1: 3D model of the scaled Operatin Room

Keywords: Surgical Site Infections, Laminar Airflow, Operating Room, Fluid Dynamics, Particle
Image Velocimetry, Ventilation Systems, Thermal Plumes, Infection Prevention.
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Abstract:

The subject of the paper is a damper, which is referred to as ATP (Air Torque Position) based
on its mode of operation. The ATP damper indirectly measures air velocity by assessing the
torque applied to the blades and their position. The airflow rate is determined by multiplying the
air velocity with the cross-sectional area of the damper. Previous research on the accuracy of
measurement and validity of mathematical model of the ATP damper has been analyzed for the
entire range of blade angle of attack (0° – 90°). The difference between the measured and the
modeled velocity was ±10% of the measured velocity. This way of analysis is more appropriate
for the ATP damper as a measuring control device, where, in addition to airflow measurement,
the damper also plays a role in regulating the airflow rate. In this work, the accuracy of air
velocity and validity of mathematical model of the ATP damper was analyzed for a fixed value of
the blade angle of attack. The reason for this is that, in practice, an ATP damper would be used
for airflow measurement with a single set value of the blade angle of attack. Within this research
the damper with two flat blades has been analyzed, where one blade is a measuring blade, while
the other blade is in a fixed position. The following two cases were analyzed: with straight duct
sections both upstream and downstream of the damper and with a straight duct section upstream
of the damper. For the first case for certain damper blade angles of attacks (20o, 40o, 80o and 90o),
the difference between the measured and the modeled velocity was within ±2% of the measured
velocity. This data analysis approach shows promise for the application of ATP dampers in
airflow measurement in the future.

Key words: ATP damper, air velocity, air flow rate, HVAC
1. Introduction

The ATP damper measures air velocity indirectly by evaluating the torque exerted on the
blades and their position (Figure 1). The position of the blade is adjusted by fixing it to the sensor
that measures the torque of force exerted by the airflow on the blade.
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Based on the measured values of torque (M, Nm) and blade angle of attack (α, o), the airflow
velocity (v, m/s) is determined using the existing mathematical model developed by Federspiel
[1]:

( )
huDA

M
Gvv




22= , (1)

The other terms in Eq.1 are: the correlation function (G (α), -), air density (, kg/m3), upstream
cross-sectional area of the channel (Au, m2) and hydraulic diameter (Dh, m).

The correlation function G (α) is fitted by the experimental data and introduced into the
damper torque model Eq.2.

Fig. 1 Schematic diagram of an ATP damper

In previous research, the accuracy of airflow measurements and validity of mathematical
model of the ATP damper was analyzed across the entire range of blade angle of attack (0° –

90°). The difference between the measured velocity and the modeled velocity was ±10% of the
measured velocity for both the ATP damper with cascade blades [1] and the one with non-
cascading blades [2], [3].

It is an airflow meter whose measurement accuracy is affected by local resistances near the
meter. Group of authors [4], [5] concluded that connection direction of elbow, the curvature
radius of elbow and the length of straight duct will have a great influence on the measurement
accuracy of the torque dampers. They confirmed that the combination of perforated plate with
porosity below 60% and air damper can effectively eliminate the coupling effect. Researchers [6]
found that by connecting two blades, the damper mitigates the influence of nearby components
(such as elbows, variable diameters, tees, etc.) on air volume measurement, eliminating the need
for additional devices and ensuring measurement accuracy within ±5.5%.

Previous studies have also shown that the following several factors can affect the accuracy of
airflow velocity measurements and the validity of the mathematical model when the damper is
more open: the presence of local resistance downstream of the damper with cascading blades
placed at the entrance of the ductwork [7], the presence of the local resistance upstream of the
damper with non-cascading blades placed both within the ductwork and end of the ductwork [8],
hysteresis of the damper [9] and the damper's location in the system and blade profiles [10].

The group of authors [11] developed and validated the mathematical model for the damper
torque airflow sensor with one blade as follows:

( )
( ) 0

2

2
1

1
2

B

MA
Kqv 

−


=




 , (2)

The terms in Eq. 2 are: the flow coefficient (K (), -), air density (, kg/m3), cross-sectional
area (A1, m2), area ratio of damper blade to pipeline (, o), area ratio of damper opening annulus
to pipeline (, o), initial damper deviation (, m) and torque (M, Nm).

The flow coefficient K(θ) is fitted by the experimental data and introduced into the damper
torque model Eq.2. As in previous research, the group of authors [11] noted that the measurement
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of airflow velocity is less accurate when the damper is more open. They concluded that within the
typical damper opening range (10°–70°), the quadratic fitting equation of K(θ) generally satisfies
the error tolerance of ±5%. However, the error increases as the opening angle exceeds 70°. The
conclusions reached by the authors indicate that the accuracy of measurements should be
analyzed for a specific blade angle of attack.

In this work, the accuracy of air velocity and validity of mathematical model (Eq.1) of the
ATP damper was analyzed for a certain value of the blade angle of attack. The reason for this is
that, in practice, an ATP damper would be used for airflow measurement with a single set value
of the blade angle of attack. The previous analysis conducted for entire range of blade angles of
attack is more appropriate for the ATP damper as a measuring control device, where, in addition
to airflow measurement, the damper also plays a role in regulating the airflow rate. The aim of
this analysis is to check if this approach could improve the accuracy of airflow measurement and
the validity of the mathematical model of the ATP damper. The authors of the paper believe that
this approach could bring the ATP damper closer to practical application for measuring air flow
in systems in the future.

2. Material and method

The damper with two flat blades has been analyzed, where one blade is a measuring blade,
while the other blade is in a fixed horizontal position (Figure 1). It is about the ATP damper with
non-cascading blades, which has minimal energy consumption and the smallest discrepancies
between measured and modeled velocities [2].

The schematic representation of the laboratory ATP damper, including its dimensions, is
shown in Figure 2. The ATP damper had a square cross-section with dimensions a x a (250 mm x
250 mm) and a length of b = 314 mm. The width and thickness of the blades are c = 248 mm and
w = 0.75 mm, respectively. The length of the blades is l = 124 mm. The axis of rotation of the
blade Or was displaced from the axis of the blade Ob in the longitudinal direction of the blade by
=43 mm and in the transverse direction of the blade by =20 mm. Along the blades, at a
distance of d = 31 mm from their ends, there were two reinforcements, each e = 10 mm wide and
f = 2 mm thick. There is a gap of width g = 1 mm between the blades and the housing of the
damper, allowing the blades to be guided.

Fig. 2 Schematic representation of the laboratory ATP damper

Two ATP damper installation locations in the HVAC system were considered: within the
ductwork itself, with straight duct sections both upstream and downstream of the damper (a), and
at the ductwork exit, with a straight duct section upstream of the damper (b). The length of the
straight duct section upstream of the damper was 3 m, while the length of the duct section
downstream of the damper was 2 m.
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The ATP damper was examined at the Faculty of Technical Sciences, the University of Novi
Sad, Republic of Serbia in accordance with the recommendations [12] for testing dampers used
for airflow regulation in HVAC systems, Figure 3.

Fig. 3 Schematic diagram of the laboratory facility for testing ATP dampers [2]

The air velocity (v1, m/s), was measured in the straight duct section with a hot-wire
anemometer, on the basis of the one-point method in accordance with the standard
recommendations [13]. In addition to the air velocity in the straight duct section, the airstream
temperature, (t1, oC), was measured with a glass thermometer, as well as the airstream gauge
pressure (pm1, Pa), with a manometer. Directly in front of the ATP damper blade the air stream
temperature (t2, oC), was measured with a mercury thermometer and the airstream gauge pressure
(pm2, Pa), with a manometer. The atmospheric pressure, (pa, Pa), was measured with a digital
barometer. The air densities at sections 1 and 2 were calculated from the ideal gas state equation.
From the mass flow rate equation in the sections (1) and (2), the average air velocity, v2 [m/s],
directly in front of the ATP damper blade was calculated:

22

111
2

A

Av
v




= , (3)

The measurement of the air velocity (v1, m/s) was performed using a hot-wire anemometer of
producer Testo, model 425. According to technical data of producer the measuring range of
anemometer is from 0.01 to 30 m/s, resolution 0.01 m/s and measurement uncertainty +/- (0.03
m/s +4% of measuring range) for velocity range from 0.01 to 20 m/s and +/- (0.5 m/s + 5% of
measuring range) for velocity range from 20.01 to 30 m/s.

For the purpose of measurement of the static gauge pressures (pm1, Pa) and (pm2, Pa) were
used the differential manometers produced by "Testo", model 521. Measuring range of
differential manometer is from 0 to 10000 Pa, measurement uncertainty is ±0.1% of the scale, the
operation temperature range from 0 to 50 ° C and 1 Pa resolution.

The airstream temperatures (t1, °C) and (t2, °C) were measured using thermometers produced
by “TLOS”. Measuring range of thermometer is from 0 to 50 °C, measurement uncertainty is 

±0.05°C of the scale and resolution 0.1 °C. The measurement of atmospheric pressure (pa, Pa)
was performed with the device manufactured by "PCE", model "THB38". Measuring range in
measuring atmospheric pressure is from 10000 to 110000 Pa, with the measurement accuracy of
+/- 1.5 Pa for the measurement range from 10000 to 99990 Pa and +/- 2 Pa for the measurement
range from 100000 to 110000 Pa. The resolution of the device is 0.1 Pa for the measurement
range from 10000 to 99990 Pa and 1 Pa for the measurement range from 100000 to 110000 Pa.

Position of the blade could be expressed by angle of attack ( ) or angle of damper
openness ( ) where +=90o (Figure 1). The position of the blade defined by the angle of
attack () was used in this research. The blade position defined in this manner aligns with the
equations presented in Eq.(1). The blade angle of attack (α) was measured using a rotary linear
potentiometer from “Dada Electronics”, model “Tyco 10k”, which was previously calibrated with
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a protector. It is an adjustable potentiometer with a shaft diameter of 6 mm, a power rating of 200
mW, and a resistance of 10 kΩ. 

The torque (M, Nm) was measured using a custom-made torque meter, which consisted of a
lever, load cell, and weighing indicator. A square hollow steel section with a cross-section of 25 x
25 mm was used as the lever, with a lever length of 100 mm. The load cell model PW4MC3 and
weighing indicator model WE2110, both from the manufacturer HBM, were used. According to
the manufacturer's technical specifications, the load cell model PW4MC3 has a measurement
range from 0 to 3000 g, a resolution of 0.5 g, and an accuracy class of C3. The weighing indicator
model WE2110 has a measuring range from 0 to 3.5 mV/V and an accuracy class of 6000d.

In the following, the velocity (v2, m/s) will be referred to as the measured velocity (vmer, m/s).
A more detailed description of the laboratory facility and the locations of the measurement
equipment used is provided by Bikić et al. [2].

3. Results and Discussion

In the Table 1 were presented the values of fitted correlation function G (α) by the
experimental data for the two considered cases: with straight duct sections both upstream and
downstream of the damper (a), and at the ductwork exit, with a straight duct section upstream of
the damper (b).

 [o] Ga [-] Gb [-]
90 1.346661 1.338011
80 1.436084 1.323852
70 1.660437 1.56192
60 2.032030 1.967344
50 2.616781 2.560928
40 3.553852 3.308419
30 6.162295 4.714195
20 6.772173 7.077778
10 10.33271 9.950491
0 18.02794 17.51036

Table 1. The values of correlation functions

Generally speaking, the damper with two flat blades—one being a measuring blade and the
other fixed in a horizontal position, like other ATP dampers—shows a difference between the
measured and the modeled velocity of ±10% of the measured velocity across the entire range of
blade angle of attack (0° – 90°), Table 2 and Table 3. There is one exception for the case with
straight duct sections both upstream and downstream of the damper, where, for a blade angle of
attack of 30°, the difference between the measured and modeled velocity is ±15% of the
measured velocity. This data point also suggests that we should analyze the difference between
velocities at certain values of the blade angle of attack.

In the case of a damper with straight duct sections both upstream and downstream, a smaller
difference between the measured and modeled velocities is observed. For certain damper blade
angles of attacks (20o, 40o, 80o and 90o), the difference between the measured and the modeled
velocity was within ±2% of the measured velocity (Table 2). On the other hand, a damper with
only an upstream straight section shows a greater difference between the measured and modeled
velocities. For certain damper blade angles of attacks (90o, 70o, 50o, 40 o and 30o), the difference
between the measured and the modeled velocity was within ±5% of the measured velocity (Table
3). It should be highlighted that for blade angle of attack of 50o the difference between the
measured and the modeled velocity was within ±2% of the measured velocity.
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 [o] M [Nmm]  [kg/m3] vmod [m/s] vmer [m/s] v [m/s] v [%]

90

15,31 1,201 1,48 1,46 -0,02 -1,37
64,31 1,202 3,04 2,98 -0,06 -2,01

135,77 1,202 4,41 4,35 -0,06 -1,38
219,47 1,202 5,61 5,66 0,05 0,88

80

15,41 1,201 1,53 1,50 -0,03 -2,00
52,39 1,201 2,83 2,78 -0,05 -1,80

120,18 1,201 4,29 4,23 -0,06 -1,42
195,17 1,201 5,46 5,48 0,02 0,36

70

13,34 1,196 1,54 1,45 -0,09 -6,21
50,28 1,196 2,99 2,92 -0,07 -2,40

104,67 1,196 4,31 4,21 -0,10 -2,38
188,81 1,197 5,79 5,76 -0,03 -0,52

60

37,97 1,201 2,87 2,8 -0,07 -2,50
94,4 1,200 4,52 4,45 -0,07 -1,57

139,55 1,201 5,5 5,51 0,01 0,18
232,94 1,201 7,1 7,07 -0,03 -0,42

50

30,91 1,201 2,94 2,86 -0,08 -2,80
64,92 1,201 4,25 4,20 -0,05 -1,19

110,26 1,200 5,55 5,54 -0,01 -0,18
178,27 1,200 7,05 7,07 0,02 0,28

40

24,55 1,200 3,05 3,01 -0,04 -1,33
52,17 1,200 4,45 4,41 -0,04 -0,91
82,86 1,200 5,6 5,59 -0,01 -0,18

131,96 1,200 7,07 7,05 -0,02 -0,28

30

32,77 1,201 4,64 4,09 -0,55 -13,45
65,54 1,200 6,56 5,75 -0,81 -14,09
84,21 1,200 7,44 6,93 -0,51 -7,36

135,17 1,200 9,42 8,28 -1,14 -13,77

20

26,65 1,200 4,39 4,45 0,06 1,35
46,13 1,200 5,77 5,82 0,05 0,86
65,6 1,200 6,88 6,89 0,01 0,15

96,36 1,200 8,34 8,26 -0,08 -0,97

10

16,37 1,200 4,25 4,29 0,04 0,93
32,73 1,200 6,00 5,90 -0,10 -1,69
47,05 1,200 7,20 7,00 -0,20 -2,86
69,56 1,200 8,75 8,29 -0,46 -5,55

0

16,47 1,200 5,62 5,94 0,32 5,39
24,7 1,200 6,89 7,08 0,19 2,68

36,03 1,200 8,32 8,33 0,01 0,12
61,76 1,200 10,9 10,78 -0,12 -1,11

Table 2 The results of mathematical model validation with straight duct sections both upstream and
downstream of the damper
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 [o] M [Nmm]  [kg/m3] vmod [m/s] vmer [m/s] v [m/s] v [%]

90

14,29 1,192 1,43 1,45 0,02 1,38
61,24 1,157 3,01 2,87 -0,14 -4,88

131,68 1,194 4,34 4,26 -0,08 -1,88
220,49 1,194 5,62 5,67 0,05 0,88

80

12,04 1,168 1,32 1,40 0,08 5,71
56,17 1,169 2,85 2,80 -0,05 -1,79

129,40 1,170 4,33 4,20 -0,13 -3,10
202,62 1,170 5,42 5,64 0,22 3,90

70

11,10 1,187 1,37 1,41 0,04 2,84
46,38 1,188 2,79 2,83 0,04 1,41

104,85 1,19 4,20 4,02 -0,18 -4,48
173,41 1,188 5,40 5,44 0,04 0,74

60

44,18 1,168 3,08 3,07 -0,01 -0,33
80,33 1,168 4,16 4,11 -0,05 -1,22

148,61 1,168 5,66 5,73 0,07 1,22
225,92 1,169 6,98 6,97 -0,01 -0,14

50

29,10 1,167 2,86 2,80 -0,06 -2,14
69,21 1,167 4,41 4,42 0,01 0,23

109,33 1,168 5,54 5,62 0,08 1,42
174,53 1,168 7,00 7,10 0,10 1,41

40

25,26 1,167 3,03 3,04 0,01 0,33
57,59 1,167 4,57 4,55 -0,02 -0,44
89,91 1,168 5,71 5,78 0,07 1,21

129,31 1,168 6,85 7,07 0,22 3,11

30

35,36 1,167 4,27 4,42 0,15 3,39
60,62 1,167 5,60 5,76 0,16 2,78
99,01 1,167 7,15 7,19 0,04 0,56

142,45 1,167 8,58 8,63 0,05 0,58

20

23,19 1,167 4,24 4,49 0,25 5,57
36,29 1,166 5,31 5,45 0,14 2,57
66,54 1,167 7,19 7,25 0,06 0,83
91,75 1,167 8,44 8,40 -0,04 -0,48

10

16,15 1,166 4,20 4,36 0,16 3,67
31,29 1,167 5,84 6,07 0,23 3,79
45,42 1,167 7,04 7,12 0,08 1,12
66,61 1,167 8,52 8,56 0,04 0,47

0

16,16 1,166 5,57 6,16 0,59 9,58
23,24 1,166 6,68 6,97 0,29 4,16
34,35 1,167 8,12 8,27 0,15 1,81
56,58 1,166 10,43 10,66 0,23 2,16

Table 3 The results of mathematical model validation with straight duct section
upstream of the ATP damper

4. Conclusions

Analysis of the difference between measured and modeled airflow velocity of the ATP
damper showed that, for certain blade angles of attack, this difference is smaller than across the
full range. The analysis considered only the ATP damper with non-cascading blades, where one
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blade measures and the other remains fixed horizontally. Notably, when the damper includes both
upstream and downstream straight sections, the difference between measured and modeled
velocities stayed within ±2% at blade angles of 20°, 40°, 80°, and 90°. These results are
promising, especially given that, in practice, the damper would measure airflow using a blade
fixed to a torque sensor. Therefore, the authors recommend future research focus on flow rate
measurement uncertainty at specific blade angles of attack.
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1. Introduction

This extended abstract presents a comparison of two different methods for analyzing
turbulent swirl flow generated by the axial fan impeller using computational fluid dynamics
(CFD). The presence of swirl flow in ventilation systems increases pressure losses and energy
consumption and can lead to vibrations, fatigue, and potential mechanical failure. Previous
experimental studies have confirmed high levels of swirl flow in such applications.

The investigation was conducted on an industrial W30 fan, model AP400, manufactured by
Minel, Serbia. The study followed the ISO 5801 standard, case B, which features a free inlet and
a ducted outlet configuration. The flow was analyzed using one-component Laser Doppler
Anemometry (LDA), Particle Image Velocimetry (PIV), specially manufactured probes, and Hot-
Wire Anemometry. However, this paper focuses solely on the results obtained using 1D LDA.

The simulations are performed using Ansys CFX. Simulation 1 employed an unstructured
mesh in the runner domain, while Simulation 2 uses a structured mesh generated with Turbogrid.

The primary objective is to refine the numerical simulation to accurately represent real-world
behavior, enabling its use as a reliable template for future research.

2. Methodology
The test rig was installed at the Faculty of Mechanical Engineering, University of Belgrade,

and was specifically built for this experiment. A crucial step in the analysis was the 3D scanning
of the fan impeller to transfer it into CAD software and subsequently into CFD software such as
Ansys Mesh and Turbogrid.

The generated model is designed to replicate real conditions as accurately as possible. At the
fan inlet, a large dome is created to ensure that the boundary condition is met, meaning the total
pressure at the dome's outer surface equals atmospheric pressure, resulting in zero velocity at that
boundary. The outlet duct length is 27.74∙D, where D is rounded to 400 mm. The outlet duct
shape is idealized as a perfect circle, whereas the real test rig contained deviations,
misalignments, and creases, which could contribute to discrepancies in the results. Two
measuring sections are placed at z/D = 3.35 and z/D = 26.31 downstream of the fan outlet.

Both simulations consist of three sections: inlet, runner, and outlet. In Simulation 1, the
runner section is a full circle with an unstructured mesh refined around the blade surfaces, while
Simulation 2 features a blade section (one-seventh of the volume) with a structured mesh
generated using Turbogrid. Both simulations were run using k-ω SST turbulence model.

mailto:mbulajic@mas.bg.ac.rs
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Fig. 1 CAD model used for the simulation. 1 - inlet section, 2 - runner, 3 - non-structured mesh section
outlet duct, 4 - structured mesh section outlet duct

3. Results

The results obtained from the CFD simulation are compared with experimental data acquired
using a single-component Laser Doppler Anemometry (LDA) system. One of the key advantages
of CFD is its ability to provide a detailed analysis of the flow field at any location within the
simulation domain. However, to ensure consistency and validation, the comparison is focused on
the same measurement planes that were analyzed during the experiments. These planes are
located at z/D = 3.35 (Section 1) and z/D = 26.31 (Section 2) downstream of the fan outlet. These
sections were selected to capture both the near-field and far-field development of the swirling
flow. While the simulation effectively captures the general flow trends, discrepancies in the
magnitude of the velocity values are observed when compared to the experimental results. These
differences can be attributed to several factors, including assumptions in the numerical model, the
idealized representation of the outlet duct, and the absence of certain geometric irregularities
present in the experimental setup.

4. Conclusions
This paper presents a numerical comparison of two methods with a previously conducted

experimental investigation of the flow characteristics in the ducted outlet of an axial fan without
guide vanes. The study aims to assess the accuracy of computational fluid dynamics (CFD)
simulations in replicating the complex flow structures observed in the experiment.

The results show a strong correlation in the general flow behavior between the measured and
simulated data, particularly in the solid-body circumferential velocity profiles. However,
discrepancies in velocity magnitudes are noticeable, especially in the flow rate predictions. These
differences are primarily attributed to the idealized representation of the flow field in the
numerical model, which omits the geometric imperfections and surface irregularities present in
the real experimental setup.
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Abstract:

Pumps are widely utilized across diverse industrial sectors, significantly contributing to 
global energy consumption. Given the increasing emphasis on energy conservation and 
environmental protection, enhancing the energy efficiency of pumps has become crucial for 
industrial sustainability and reducing global carbon emissions. Centrifugal pumps, particularly 
inline pumps, are widely utilized due to their compactness and ease of maintenance, though they 
typically exhibit lower efficiency due to their unique curved inlet structure. Addressing the 
efficiency of such pumps has become increasingly critical.

This research introduces a modified particle swarm optimization (PSO) algorithm designed 
specifically to enhance the energy efficiency of an industrial vertical inline pump. The proposed 
algorithm integrates population classification management, adaptive acceleration strategies, and 
self-learning mechanisms to overcome common drawbacks of traditional PSO algorithms, 
including premature convergence and instability. Comparative tests using the basic benchmark 
function set and the CEC2014 benchmark function set revealed that the proposed PSO algorithm 
significantly outperforms 10 other well-known PSO variants (e.g. APSO, CLPSO) in terms of 
search speed, efficiency, and accuracy.

A detailed analysis was conducted on 4,000 design samples generated during the optimization 
process to thoroughly investigate the relationship between pump design parameters and 
performance indicators such as head and efficiency. Utilizing Spearman and Pearson correlation 
analyses, the study identified critical insights into the influence of various design parameters. 
Notably, it was found that increasing the number of blades and the impeller diameter substantially 
improved head performance but conversely reduced efficiency. Interestingly, conventional factors 
such as the blade angles at the leading edge were found to have minimal influence on both 
efficiency and head, highlighting the importance of mid-blade and rear blade geometry.

Comprehensive computational fluid dynamics (CFD) simulations were performed, along with 
detailed flow loss visualization, to examine the internal flow characteristics and pinpoint areas of 
inefficiency within the pump. The analysis revealed significant reductions in internal flow losses 
in the optimized model, attributed mainly to improved velocity distributions and the elimination 
of high-velocity regions within the impeller passages.

Experimental validation confirmed the effectiveness of the optimized design, with substantial 
performance improvements over the original model. Specifically, the optimized pump achieved a 
notable increase of 10.71% in nominal efficiency, a 5.09% increase in head, and an 8.65%
reduction in input power consumption. Additionally, the optimization substantially expanded the
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high-efficiency operational range of the pump, further underscoring the practical benefits of the
improved design.

In summary, this study's enhanced PSO algorithm exhibits exceptional performance in high-
dimensional optimization contexts, addressing inherent limitations of conventional optimization
methods. The insights gained from this research not only significantly advance pump
optimization methodologies but also provide robust theoretical and practical guidance for future
centrifugal pump design and operational efficiency enhancement.

Key words: Pump, Swarm intelligence, Hydraulic optimization, Computational Fluid Dynamics.

Fig. 1. Flow losses comparison between the optimized and original cases
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Abstract. In this paper is analyzed distribution of the circulation in the turbulent swirling flow in
the axial fan jet. Experimental results are obtained by use of the three component LDV system.
Development of the circulation profile in the central zone, up to r = R obeys hierarchical
distribution downstream, while this is not a case in the outer zones. Positions of the circulation
extreme values are also discussed, as well as its gradients.

Key words: turbulence, swirling flow, jet, axial fan, LDV.

1. Introduction

In this extended abstract is presented a short discussion on the distribution of the circulation
in the turbulent swirling flow, generated by the axial fan impeller. Performed research of the
structure of the turbulent swirling flow in the axial fan jet is presented in details in [1], while
some aspects in [2]. The axial fan impeller was built in the test rig following the case A, defined
by the ISO 5801 standard [3], which features a free inlet and a free outlet configuration. This case
is still very frequent in praxis and, therefore, attracts attention of the scientists and researchers.

2. Methodology

The test rig with specified measuring sections, built at the UB FME, Hydraulic Machinery
and Energy Systems Department, is presented in Figure 1. Measuring sections along the axial fan
rotating axis are in the range x/D = 0.75D to 5D, with the step 0.5D, except for the first step
0.25D, where the inner casing diameter is D = 0.4 m.

Figure 1:Experimental test rig: 1– DC motor, 2–
profiled inlet, 3– fan impeller with casing

Figure 2: Downstream development of the circulation
in the turbulent swirling flow in the axial fan jet
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Axial fan impeller with twisted and adjustable blades, positioned in the angle 30° at the outer
diameter, is turbulent swirling flow generator. Impeller outer diameter is 0.399 m. Measurements
have been performed for the axial fan impeller rotation speed n = 1500 rpm. Flow seeding is
provided by an Antari Z3000 fog machine loaded with the Eurolite Smoke Fluid, which was
naturally sucked in the test rig by the axial fan impeller. All three velocity components (U-axial,
V-radial and W-circumferential) were measured synchronously by use of the three-component
LDV (laser Doppler velocimetry) system, manufactured by TSI [[1], [2]]. Uncertainty
measurement analysis with this system is thoroughly preformed and presented in [[1], [4]].

3. Experimental results and discussion

Circulation (ΓW = 2πrW, where r is radius and W averaged circumferential velocity)
distribution is of great importance for the study of the vortex characteristic and fluid rotation
movement. Figure 2 presents experimentally obtained distribution of the circulation rW, i.e. its
non-dimensional form rW/RUm, where average velocity is Um = 12.57 m/s, while Reynolds
number is Re = 358951. Upper part of the measuring section is denoted with the cylindrical
coordinate φ = 90°. Complex vortex structure is obvious. Circulation in the measuring sections I-
IV increases in the central vortex zone up to r/R ≈ 0.5, where the maxima values are reached. It
decreases for the higher values of r/R. Circulation maximum values (ΓW,max) in other measuring
sections are reached in domain 0.5 < r/R < 1. These maxima have lower values in the
downstream measuring sections. This is hierarchically for all measuring sections in the region 0 <
r/R < 1. However, this is not a case in the rest of the measuring section where the circulation
variations are heterogeneous and chaotic, what is especially obvious in the domain 2 < r/R < 4. In
this domain circulations in the measuring sections VIII-X have the highest value. It is obvious
that the highest decrease rate have the measuring sections I-IV with the highest ΓW,max, i.e. have
the highest negative changes in the radial direction (∂r(Wr) < 0). Negative values of circulation
ΓW(I-IV) < 0 occur in the domain 1.5 < r/R < 2.4, according to the empirical distribution of the
circumferential velocity W. It is worth of notice to say that these distributions are interesting for
study, because circulation takes part in the production of the correlation vw with the following
term  rWrv r 12 .
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Abstract. Urban wind flow is highly turbulent due to interactions with complex urban topology. 
While wind tunnel experiments provide reliable data, they are costly and limited in scope. Large 
Eddy Simulation (LES) offers a more detailed representation of turbulence, improving accuracy in 
capturing transient urban wind flows. This study examines LES accuracy, challenges, and appli-
cations in modelling wind flow around high-rise buildings, considering an isolated building and a 
group of five buildings. A validation framework is established through comparisons with available 
wind tunnel measurements. Results highlight the challenge of modelling conical vortices on flat 
roofs and demonstrate the role of LES in enhancing wind energy harvesting in urban areas and 
identifying critical zones for wind-induced peak pressures on building envelope. Despite its advan-
tages, LES accuracy varies with flow complexity, reinforcing the need for experimental validation.

Keywords: ABL, Urban areas, LES, High-rise building, Turbulence, Wind flow patterns.

1. Introduction

Urban wind flow is highly complex and characterised by strong turbulence, flow separation, and 
recirculation zones shaped by building geometries, street canyons, and surface roughness. Under-
standing urban wind dynamics is crucial for various applications, including urban wind comfort, 
pollution dispersion, wind energy potential, and wind loading on structures. Wind effects in urban 
areas are assessed through wind tunnel experiments and numerical simulations. While wind tunnels 
are reliable, they are costly and limited in scope. Numerical simulations, particularly Large Eddy 
Simulation (LES), offer detailed turbulence modelling but require validation with experiments [1]. 
One of the biggest challenges in LES is accurately predicting peak surface pressures, which are 
crucial for the wind-induced load on cladding [2].

This study investigates the accuracy, challenges, and applications of LES in modelling urban 
wind flow around high-rise buildings. Two configurations are analysed: an isolated high-rise build-
ing and a group of five. The study establishes a validation framework for numerical simulations, 
comparing them with available wind tunnel measurements and assessing their accuracy. Character-
istic flow structures are examined, highlighting challenges in LES modelling. Finally, the applica-
bility of LES in evaluating wind energy harvesting potential and wind loading is demonstrated.

2. Methodology

Numerical simulations are performed to replicate the available wind tunnel tests, ensuring a valid 
comparison. The building model, a square-based high-rise at a 1:300 geometric scale, is examined
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in isolated and group configurations, as shown in Figure 1(a). The computational domain (Figure
1(b)) represents the test section of the atmospheric boundary layer (ABL) wind tunnel at Ruhr
University, Bochum, Germany (Figure 1(a)) with all turbulence-inducing elements in a precursor
domain. Further details on the LES setup and validation will be provided in the presentation.

Figure 1: Group configuration at 45° wind angle: (a) mounted in ABL wind tunnel with the geom-
etry of the model at the Ruhr University, Bochum, Germany; (b) computational domain in LES; (c)
isocontours of λ2 invariant at λ2 = 300000

3. Results

To illustrate the LES results, Figure 1(c) presents isocontours of the λ2 invariant for the group
configuration at a 45° wind angle. The presentation will offer a detailed analysis of the dominant
mean flow structures around the building and the impact of neighbouring buildings by comparing
isolated and group configurations at two approaching wind angles, 0° and 45°. Additionally, key
wind characteristics relevant to wind energy harvesting will be reviewed. Finally, an evaluation of
the peak pressure coefficients on the flat roof will be demonstrated, linking them to flow patterns
and providing deeper insight into underlying mechanisms.

4. Concluding remarks

LES has proven to be an effective tool for modelling urban wind flow, but its accuracy depends
on the complexity of the analysed configuration. Validation remains crucial, as increasing flow
complexity can introduce discrepancies. A key challenge identified is the accurate modelling of
conical vortex structures on the flat roofs of high-rise buildings. In wind energy applications, LES
enhances the prediction of harvesting potential and optimises turbine type and placement. For wind-
induced cladding load, critical zones of high suction are identified on the flat roof.
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Abstract. Natural convection in enclosed spaces is a fundamental heat transfer mechanism in ther-
mal engineering and electronics cooling. Numerical simulations have been conducted for the case 
of natural convection of air within a square enclosure containing a circular cylinder. Convection is 
driven by the constant temperature difference between the cold walls of the enclosure and the heated 
cylinder. The simulation results were obtained for a two-dimensional unsteady air flow using the 
open-source software OpenFOAM. The objective of the simulations was to determine how the ver-
tical position of the cylinder influences heat transfer on the enclosure walls for different Rayleigh 
number values. The trends in the variation of the local Nusselt number Nul along the enclosure 
walls show good agreement with available numerical results. Initially, the local Nusselt number 
distribution is symmetric about the horizontal centerline of the enclosure. However, this symmetry 
is progressively broken as convective heat transfer becomes more dominant. The surface averaged 
Nusselt numbers on the top and bottom walls are sensitive to the cylinder’s position. This influence 
increases with the Rayleigh number. On the other hand, heat transfer on the side walls shows little 
dependence on the cylinder’s position up to Ra = 107.

Keywords: Natural convection, Boussinesq approximation, OpenFOAM.

1. Simulation setup

Considered geometry shown in Figure 1) is defined as in [1]. The enclosure has a square shape with 
a side length of L. The cylinder changes its position δ along the vertical centerline of the enclosure, 
ranging from −2.5 to 2.5 in increments of 0.5. The cylinder’s radius is R = L/7. The walls of the 
square enclosure are maintained at a constant low temperature Tc, while the cylinder is kept at a 
constant high temperature Th.

In this study, radiation effects are considered negligible. The equations describing air flow in the 
enclosure are solved using the BouyantBoussinesqPimpleFoam solver. The turbulent flow regime 
occurs locally within the boundary layers along the heat exchange surfaces. To calculate turbulence, 
the k–ε turbulence model is employed. Fluid properties are assumed to be constant, except for 
density in the buoyancy term, in accordance with the Boussinesq approximation.
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Figure 1: Enclosure geometry.

2. Results and discussion

Position of the cylinder makes the problem fully axisymmetric. Therefore, heat transfer is only
analyzed on the walls of the right half of the enclosure. Figure 2 shows the distribution of the lo-
cal Nusselt number Nul as a function of the cylinder’s position for Ra = 104 and Ra = 108. At a
Rayleigh number of Ra = 104, heat transfer on the enclosure walls is primarily driven by conduc-
tion, resulting in a symmetric distribution of Nul . As the Rayleigh number increases, convective
heat transfer becomes more dominant [2]. The accumulation of cold air in the lower half of the
enclosure disrupts the symmetry of the Nul values distribution. A comparison with available exper-
imental data and numerical studies is planned in continuation of the study.

(a) Ra = 104 (b) Ra = 108

Figure 2: The distribution of the local Nusselt number along the enclosure walls as a function of the
cylinder’s position and the Rayleigh number.
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Abstract:

Silicon Drift Detectors (SDD) are widely used in space missions for their high energy 
resolution and compact design, particularly in X-ray and particle spectroscopy. The performance 
of X-ray detectors in low Earth orbits (LEO) is influenced by environmental conditions. In this 
context, testing of such detector is required in controlled laboratory, simulating suitable 
conditions. While these detectors are not directly intended to measure fluid dynamics, 
environmental conditions encountered in LEO – including rarefied atmospheric gases and 
localized, quasi-turbulent flows – can cause thermal instability, mechanical disalignment, and 
influence on data accuracy. This paper presents laboratory testing of X-ray detection, simulating 
transitional and low-intensity turbulent flow conditions representative of those experienced by 
satellites in LEO.

Key words: X-ray, detector, turbulence
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Abstract. Free water jets are elementary for many engineering applications, where a convergent
nozzle is commonly used to convert the available potential energy into kinetic energy to obtain
high-velocity water jets. The free water jet surface can be severely deformed by flow perturba-
tions, e.g., secondary flows induced by flow separation or bends, and cause unwanted free water
jet column breakup. Convergent nozzles accelerate the flow and thereby affect the perturbation
properties during conveyance. This transmission characteristic is studied by multiphase large eddy
simulations, where the free water jet column interacts with a flat surface. The spectral properties of
the flow fluctuations are monitored upstream and downstream of the nozzle, where three different
nozzle convergence angles are investigated. The simulations reveal that with increased flow acceler-
ation, i.e. higher nozzle convergence angles, the flow experiences relaminarisation. Furthermore, a
change in fluctuation properties is observed after the water jet/flat surface interaction. The numerical
simulation results are validated against experimental pressure measurements.
Keywords: Free water jets, Coherent flow structures, Flow perturbations, Large eddy simulation

1. Introduction

The behaviour of vortical flow structures can be described by the vorticity transport equation, which
reveals that the vorticity is stretched in the streamwise direction when being accelerated. The other
vorticity components remain unaffected, causing turbulence intensity freezing in the core region
during flow accelerations [1]. The flow behaves initially ”laminar-like” near the walls during accel-
eration [2]. Subsequently, transition and fully turbulent flow can be expected if a sufficient propa-
gation length is provided. In case of short convergent cross-sections, initial relaminarisation during
acceleration can occur. Thus, the incoming flow perturbations can be manipulated by convergent or
divergent cross-flow area sections. This is of particular interest in many engineering applications,
such as free water jets, hydro turbine nozzles, or water cannons, where flow distortions would cause
unwanted losses or even water column breakup. With the acceleration of breakup in convergent
nozzles, incoming flow perturbations can be potentially reduced, and the water jet quality can be
improved. Nonetheless, quantitative data guiding the nozzle design are not yet available for this pur-
pose. Therefore, detailed numerical flow simulations of free water jets are performed to understand
this phenomenon better.

2. Methodology and setup

Free water jets, including the surrounding ambient air, are simulated by solving the incompressible
Navier-Stokes equations, where the volume-of-fluid approach is employed to handle the multiphase
environment. A sufficient fine block-structured mesh is utilised, i.e. y+ < 1, to simulate a large
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proportion of the turbulent flow scales, while the smallest flow scales are modelled implicitly by the
numerical dissipation. This approach is also known as implicit large eddy simulation. A recycling-
type boundary condition has been selected (with a recycling length of eight times the diameter)
to impose the turbulent flow perturbations at the inflow. The employed numerical schemes are of
second-order accuracy, where the SuperBee scheme has been used for the convective terms. The
time-step was selected such that the Courant number remained below 0.5.

Different nozzle geometries with and without convergence are simulated, where the emerging
water jet interacts with a perpendicular plate located two nozzle diameters downstream of the orifice.
The nozzle diameter, d0, is 30 mm. The inflow velocity was chosen to match the experimental
conditions by Pollaschek [3], i.e. 20 m/s, to enable the validation of the simulation results, which
is shown in Figure 1 (b). Appropriate properties at standard ambient conditions have been selected
for water and air.

3. Results

Large eddy simulations of free water jets have been performed to investigate the transmission pro-
cess of flow perturbations through nozzles, while focusing on the free surface distortion of the water
jets. The free surface of the water jet without convergence is exemplarily shown in Figure 1 (a).
The effect of initial relaminarisation due to flow acceleration caused by a nozzle convergence has
been observed in the cross-correlation analysis between cross-sectional planes. By the time the free
water jet interacts with the perpendicular flat surface, the turbulence levels are comparable.
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Figure 1: The free surface of a water jet interacting with a perpendicular flat plate is shown by
an isosurface coloured by the velocity magnitude. The grey surfaces represent the nozzle geometry
and the flat plate.
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Abstract:
Aero-acoustic features are a contemporary and important topic for many mechanical systems,

and include various flow phenomena, such as “singing” of wires, cables, metal rods, antennas, 

etc. as well as wake shedding from different kinds of blades. The aim of the current
computational study is to compare and estimate the reliability of available turbulence and acoustic
models in ANSYS FLUENT. A spatial, incompressible, transient flow around a cylinder at
relatively low Reynolds number Re = 90000 and Mach number M = 0.2 is used as a benchmark
and investigated in detail. Both unsteady Reynolds-averaged Navier-Stokes (URANS) and
filtered Navier-Stokes (large eddy simulation, LES) equations are solved and resulting flow fields
are compared. In both cases, Ffowcs-Williams and Hawkings (FWH) acoustic model is
employed. The presented results include oscillating aerodynamic coefficients, instantaneous and
averaged flow field visualizations, noise spectra and overall noise levels. Comparisons between
the tested turbulence models confirm that the simpler, computationally less expensive URANS
approach captures fewer flow features than LES, as well as the resulting noise frequency
components, but is applicable for initial studies. On the other hand, both tested turbulence models
underestimate the generated noise by roughly 25%. In can be concluded that the agreement with
the corresponding, available experimental data seems acceptable for preliminary analyses.
Aerodynamic coefficients can be estimated with more reliability than acoustic quantities.

Key words: aero-acoustics, cylinder, flow simulation, CFD, turbulence

1. Introduction

In accordance with the emerging stringent noise regulations, aero-acoustic noise has become
a major concern for contemporary mechanical systems, especially when they incorporate wings or
blades [1-4]. Since aerodynamically induced noise is often related to shedding wakes, high
speeds, flow transition and turbulence, it is being actively investigated [1-10]. With the aim to
advance our understanding of the physical phenomena leading to sound generation and
propagation in fluids, these studies focus on the connection between aerodynamic and acoustic
features, the effects of Reynolds number and the onset of flow separation, wake inspection, etc.
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and are dominantly numerical. There are also numerous studies focused on the control of flows
past bluff bodies with the main purpose of decreasing the noise levels induced by the inspected
flow [11].

In the current research study, a benchmark case corresponding to a fully turbulent vortex
street shedding from a cylinder (at Reynolds number Re = 90000) is computationally investigated
in detail, so that more complex mechanical systems (such as wind turbine rotors and blades) can
be analyzed with more reliability in future studies. More details on the previous experimental and
numerical studies, as well as data used for validation, can be found in [12-14]. The intricacy of
the inspected flow lies in the fact that the generated sound is directly related to turbulent flow
separation and wake propagation, which still presents a genuine challenge to numerical flow
simulations, and requires an adequate approach to modeling/partially resolving turbulence.

2. Numerical modelling

The employed numerical modeling approaches are explained in detail in the following
subsections.

2.1 Geometry 

The cylinder diameter is D = 19 mm. A simple rectangular computational domain is used,
extending 5D upstream and 20D downstream of the cylinder. To capture some of the spatial flow
features (since planar flow simulations that were conducted did not prove reliable), the
rectangular domain is extruded 0.2D in the third, z-direction. In future studies, this length will be
additionally investigated (and should most likely be extended further).

The boundaries of the computational domain include an inlet, an outlet, symmetric upper and
lower sides (to decrease the size of the computational domain), and lateral surfaces forming a
periodic boundary.

2.2 Mesh 

The employed computational meshes are generated in accordance with the chosen turbulence
models, and are in both cases sufficiently refined around the cylinder walls. The global cell size
(throughout the domain, far away from the cylinder) is limited to 2 mm, cell growth rate is 1.2,
while the cell size along the cylinder surface is limited to 0.1 mm.

Fig. 1. Detail of the generated LES mesh

For some cases, where flow is resolved by k−ω SST turbulence model, inflation layer is also
added (with the first layer thickness y1 = 0.01 mm, resulting in dimensionless wall distance y+ < 3,
and 10 layers of prismatic cells in the wall vicinity). This setup is beneficial because maintaining
y+ < 3 ensures that the first cell layer lies within the viscous sublayer, allowing the turbulence
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model to accurately resolve near-wall shear stresses without relying on wall functions. The added
prismatic layers help capture steep velocity and pressure gradients in the boundary layer, which is
critical for obtaining reliable aerodynamic force predictions.

Overall, the LES mesh numbers approximately 635000 cells (since in its case, it is
recommended to have y+ > 30), while the refined k−ω SST mesh numbers more than 1.1 million
cells. A detail of the generated LES mesh is illustrated in Fig. 1.

2.3 Numerical set-up 

The investigated unsteady incompressible flows around a cylinder at Reynolds number Re =
90000 and Mach number M = 0.2 (where fully turbulent vortex street can be expected) are
resolved by two different turbulence models, k−ω SST and wall-modeled large eddy simulation
(WMLES) in ANSYS FLUENT. RANS-based k−ω SST model solves two additional transport
equations for turbulence kinetic energy k and its specific dissipation rate ω, and is often employed
in aerospace engineering applications. On the other hand, the governing equations in LES
approach are obtained by the filtering process, where eddies bigger than the filter size (or grid
spacing) are resolved while the resulting subgrid-scale stresses require modeling. This numerical
approach is still computationally quite expensive, which is the reason why its algebraic wall-
modeled variant WMLES, that can be used on somewhat coarser meshes, is more appealing for
industrial applications.

As previously mentioned, the boundary conditions include velocity inlet (with the prescribed
velocity V = 69.2 m/s), pressure outlet (with the zero gauge pressure), symmetric (top and
bottom) and periodic (lateral) sides. The standard air properties are assumed. The reference values
for the estimation of force coefficients are computed from the velocity prescribed at the inlet and
cylinder dimensions.

A pressure-based solver was employed, with pressure-velocity coupling by fractional step
method that is often combined with the non-iterative time advancement (that is less
computationally expensive). Here, the time step is small dt = 5 μs (to capture the wake dynamics),
the transient formulation is bounded second order implicit, while the spatial discretizations of the
convective terms are as follows: PRESTO! for pressure and bounded central differencing for
momentum. Additionally, under-relaxation factor for pressure is reduced to 0.7 to ensure
computational stability.

The force coefficients (lift and drag) were continuously monitored during the simulations.
Usually, 4000-8000 time steps dt were computed to achieve quasi-convergence.

The Ffowcs-Williams and Hawkings (FWH) acoustic model was activated in the second half
of each simulation [10]. For the estimation of mid- to far-field noise, this method based on
Lighthill’s acoustic analogy is often employed, because it combines the computed near-field flow
with the analytically derived integral solutions to wave equations. In this way, the flow solution is
decoupled from the acoustics analysis, which greatly simplifies the computations.

Four receivers are defined and monitored, while the noise source is the cylinder wall. Two
receivers are located in the vertical y-direction (receivers 1 and 2 were positioned 35D and 128D,
respectively, perpendicularly away from the cylinder following the expected flow separation),
while the other two receivers are located downstream, in the wake (10D and 20D from the
cylinder, respectively, for receivers 3 and 4).

3. Results and discussion

In order to obtain the acoustic imprints, the turbulent flow simulations are first performed and
presented here. The quantitative output includes fluctuating aerodynamic coefficients (lift and
drag) where it is possible to separate the obtained profiles into mean and fluctuating components
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(listed in Table 1 and illustrated in Fig. 2), as well as the averaged pressure and skin friction
coefficients distributions (illustrated in Fig. 3).

A tabular comparison of the computed and experimental aerodynamic quantities is provided
in Tables 1 and 2. The dominant shedding frequency f is represented by the Strouhal number St =
fD/V, while lift and drag coefficients are given by their mean and maximal fluctuating values. It
can be observed that, in both cases, the numerical shedding slightly differs from the measured,
and that flow separation seems a bit delayed in comparison to the observed. Also, while there is
an acceptable correspondence between the averaged values of the force coefficients, their
fluctuating parts seem over- or under-estimated by computation. However, it should be
accentuated that the maximal fluctuating amplitudes are listed, and not their standard deviations.

St CL’ mean(CD) CD’ 

Experiment 0.018-0.191 0.45-0.60 1.00-1.40 0.18
WMLES 0.248 1.62 1.14 0.34
k−ω SST 0.248 1.08 0.99 0.07

Table 1. Experimental vs. computed aerodynamic quantities

Time histories of the monitored force coefficients for drag CD and lift CL, with respect to
dimensionless time t* = tV/D, are depicted in Fig. 2. As can be expected, the profiles obtained by
the k−ω SST turbulence model are simple periodic with much lower amplitudes in comparison to
the profiles obtained by WMLES, where the occurrence of irregular vortex break-up seems to be
captured.

Fig. 2. Computed aerodynamic (lift and drag) coefficients

Finally, the averaged pressure Cp and skin friction Cf distributions are given in Fig. 3. While
the main features of the flow (including the shedding frequency and the location of the flow
separation) seem similar in both cases, some differences in the flow behavior (both fore and aft of
the separation) can be observed.

The obtained qualitative output in the form of different flow field visualizations is depicted in
Figs. 4-6. Figure 4 illustrates the obtained instantaneous velocity contours. For both tested
turbulence models, the expected alternating vortex shedding is captured. However, in the case of
the k−ω SST turbulence model, the wake gets attenuated/dissipated much sooner (almost at the
outlet boundary), and the velocity differences within the computational domain are less
accentuated. The same (that the wake is rather dependent on the employed turbulence model) can
be concluded for the computed instantaneous pressure contours illustrated in Fig. 5. The
computed wakes are additionally presented by vorticity contours and compared in Fig. 6. Again,
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the vortical structures obtained by WMLES are much better delineated and correspond more to
the experimentally observed flow cases.

Fig. 3. The computed aerodynamic coefficients, including pressure and skin friction distributions, are
presented along the cylinder wall

Fig. 4. Computed instantaneous velocity contours: WMLES (left) and k−ω SST (right)

Fig. 5. Computed instantaneous pressure contours: WMLES (left) and k−ω SST (right)
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Fig. 6. Computed instantaneous vortical structures: WMLES (left) and k−ω SST (right)

As previously mentioned, in the second half of the simulations, the acoustic model was
activated, and four receivers (two located in the perpendicular, y-direction, and two located in the
axial, x-direction) were monitored. The noise spectra computed by the two different turbulence
models are presented in Fig. 7. It can immediately be observed that WMLES captures more noise
frequency components since it captures a greater number of flow features (vortex generation,
shedding and break-up). On the other hand, the k−ω SST turbulence model manages to
distinguish the main frequencies directly corresponding to the vortex shedding.

Fig. 7. Computed acoustic spectra: WMLES (left) and k−ω SST (right)

The computed overall sound pressure levels (OASPL), measured in dB, for the four receivers
are listed in Table 2, and comparison to experimental data is performed where possible. It can be
observed that the relative difference reaches and surpasses 25%, and that the results obtained by
the k−ω SST turbulence model are somewhat lower than the ones computed by WMLES, which
can again be explained by the “cleaner” noise spectrum obtained in the former case. These values 

are also dependent on the assumed source correlation length, which can be the focus of future
studies.

Receiver 1 Receiver 2 Receiver 3 Receiver 4
Experiment - 100.0 - - 

WMLES 86.4 75.1 85.3 78.9
k−ω SST 84.1 72.9 78.3 72.1

Table 2. Experimental vs. computed OASPL in [dB]
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4. Conclusions

The paper describes the fluid flow and acoustic computations of the flows around a cylinder
performed in ANSYS FLUENT by two different turbulence models. Even though the investigated
flow case is well-known and has been often investigated in the past, it is still difficult to simulate
and requires further investigative work. Some of the main computational challenges stem from
the unavoidable flow separation, vortex forming and shedding, as well as the simplified acoustic
model (based on the acoustic analogy) that was employed. The overall noise levels predicted by
the presented flow simulations appear to be underestimated compared to the available
experimental data by roughly 25%.

In future studies, computational domain should be expanded (in both y- and z-direction),
computational meshes should be additionally refined (particularly in the wake), and different
numerical approaches should be tested.
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Abstract:

Francis turbines offer advantages such as compactness, high efficiency, and adaptability to 
very high head ranges, making them the most common type of hydraulic turbine. Compared to 
fixed-speed turbines, variable-speed turbines exhibit faster power response, which effectively 
expands the operational range and enhances overall efficiency. Due to the complexity of the 
internal structure of the hydraulic turbine, rotor–stator interactions occur between the components, 
which reduce the efficiency of the hydraulic turbine and affecting the overall stability of the unit's 
operation. Therefore, studying the internal flow characteristics of the hydraulic turbine during the 
variable-speed transition process and analyzing the causes of pressure pulsation is of significant 
importance.

To investigate the internal flow dynamics and pressure pulsation characteristics during the 
variable-speed operation of the Francis-99 turbine, this paper employs numerical simulations to 
examine the internal pressure, flow behavior, and energy loss variations over time during the 
acceleration process. The Hilbert-Huang Transform (HHT) method is utilized to generate the 
corresponding time-frequency diagram of the pressure pulsation signal, thereby enhancing the 
accuracy and reliability of feature extraction. The HHT is a powerful tool for analyzing nonlinear 
and nonsmooth signals. It combines VMD with the Hilbert Transform, which can effectively 
handle complex signals that are difficult to process using traditional Fourier Transform and 
Wavelet Transform.

Based on the HHT method, the pressure pulsation signal was decomposed into an intrinsic 
mode function (IMF) using variational modal decomposition (VMD). VMD is an adaptive, non-
recursive decomposition method for signal processing that decomposes a complex signal into 
several IMFs, each with a distinct center frequency. And Fast Fourier Transform (FFT) was 
applied to the IMF to identify the components contributing most significantly to the pressure 
fluctuations.

The final results indicate that as the rotational speed increases, the flow within the flow 
channel becomes more complex, resulting in higher energy losses. The overall pressure decreases 
as the rotational speed rises. The primary frequencies of pressure pulsations at the guide vane 
outlet and runner inlet remained at 30fn and 28fn, respectively, with increasing speed. The IMF 
components that had the greatest influence on the pressure fluctuations were IMF1-IMF2 and 
IMF1-IMF3, respectively. This suggests that the primary cause of high-amplitude pressure 
fluctuations in the vaneless space is the rotor-stator interaction between the guide vanes and the 
runner.
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In summary, This study provides a valuable reference for assessing the instability
characteristics of hydraulic turbines under variable-speed conditions, and also provides a strong
theoretical guideline for future improvements in the operational efficiency of the Francis-99
turbine.

Key words: Variable speed, Francis turbine, Pressure pulsation, Variational modal decomposition,
Hilbert transformation.

Fig. 1. 3D schematic diagram of the Francis-99 model.

(a) HHT time-frequency domain
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(b) VMD decomposition signal (c) FFT of the IMF

Fig. 2. HHT and VMD decomposition of pressure fluctuations and FFT results at the outlet of guide vane
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Abstract:

In this study we consider a problem of human chest deformation under load. Our approach is 
to model human chest as an elastic truss consisting of rigid beams connected by spring elements, 
that impede the rotation of the beams relative to each other. A custom solver program was 
developed that allowed to obtain convergent solutions of the chest deformation problem.

Key words: chest deformation, pectus carinatum, mathematical modeling, tree structure

1. Introduction

Modeling of a human chest is a topical problem, especially for use in the treatment of patients
with pectus carinatum, which is one of the most common chest deformities. In order to determine 
personal treatment recommendations, it is necessary to understand how a particular chest will be 
deformed under a force applied to its keel.

We proposed an approach to modeling a chest using a spatial elastic truss [1]. Geometric 
model of the chest was obtained by segmenting the ribs and cartilages from a CT scan of a patient 
with pectus carinatum. Then, based on the segmented data, we built a model consisting of rigid 
beam-like finite elements that would approximate the original geometry. The connections 
between beams are elastic elements that hinder relative rotation of the beams around all axes.

The numerical solution to the problem of deformation of such a truss was obtained using the 
Ansys finite element analysis package. Using this approach, the rib flaring effect was 
demonstrated, which sometimes occurs in the treatment of pectus carinatum [2]. Unfortunately, in 
practice it was impossible to stably obtain numerical solution in Ansys as it encountered severe 
convergence problems. Also, Ansys is a closed source package and it does not allow much 
control over its numerical methods. That is why we developed new custom solver program that 
allowed us to obtain convergent solutions for the chest deformation problem.

2. Methodology
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The new solver program was written using Python programming language and Pytorch
framework. This program is aimed to directly solve the problem of deformation of a general
constrained elastic system consisting of rigid rods and joints between them as an optimization
problem. Indeed, this static deformation problem can be formulated as the problem of minimizing
the potential energy under constraints. Currently our program uses trust region method for solving
constrained optimization problem but it is planned to add more methods. Our program also uses
Pytorch Autograd engine to automatically calculate gradients and hessians of objective and
constraint functions.

The solver program uses a concept of mechanical system with tree structure to easily build a
graph of elastic system that allows a concise calculation of potential energy and constraints
functions. The program is highly generalized and modular in terms that it can be easily adapted to
new kinds of joints, constraints and forces applied to mechanical system.

In our specific case of a human chest model the new method allowed to find mathematical
reasons of convergence instability and to use numerical methods tricks to make a solution process
much more stable. For our model the constraints are the fixed points of ribs on vertebra, force is
applied only to a chest keel in the symmetry plane of the model and rigid beams are connected by
elastic joints whose potential energy is calculated from the change of an angle between two
beams that form the joint. The geometry of the model was obtained, as in the previous method,
from a CT scan of the patient with pectus carinatum. We also studied the dependence of model
deformation on joint stiffnesses hyperparameters.

Fig. 1. a) Undeformed and b) deformed chest model, c) tree structure for chest model

3. Results and Conclusion

The solver program was developed that allows to stably obtain convergent solutions for the
problems of deformation of elastic trusses. This program was successfully tested on the problem
of deformation of human chest under force applied to the chest keel. Human chest was modeled
as an elastic truss consisting of stiff beams and elastic joints between them. The proposed solver
allowed to investigate the relation between applied force and deformation of the model,
particularly, keel point and lower rib cartilages. We also were able to simulate rib flaring effect
which is a very common side effect in treatment of patients with pectus carinatum deformity.
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Abstract

Modern scientific assumptions about the influence of biomechanical factors on the 
development of atherosclerosis are based partly on clinical observations that atherosclerotic 
lesions mainly occur at the mouths of branching vessels, in segments of high curvature or in 
places with sharply changing geometry, where serious changes in the structure of the blood flow 
can be observed. Changes in blood flow negatively affect the functioning of the cardiovascular 
system, leading to deformation of the arteries, which ultimately changes the local rheological 
properties of the blood.

The study aims to overview different methods for evaluation of hemodynamics in the 
common carotid artery bifurcation, coronary, abdominal and its iliac branch arteries performing 
numerical analysis of blood flow based on Navier-Stokes equations. Determined results of 
velocity distribution, tangential stresses, pulse wave velocity in models of blood vessels with 
stenoses are analyzed. The effect of non-Newtonian blood rheological properties is discussed.

Key words: numerical simulations, blood flow, common carotid artery (CCA), CCA bifurcation, 
stenosis, coronary artery, abdominal artery, blood rheological properties, wall shear stress (WSS)

1. Introduction

The application of medical image reconstruction to vessel modeling for use in 
computational fluid dynamics (CFD) has developed rapidly in recent decades. The typical process 
for performing numerical blood flow simulation is based on medical imaging, image 
segmentation, 3D models reconstruction, grid generation, and blood flow analysis by solving the 
Navier-Stokes equations. With the development of modern imaging technology, MRI, CT, etc., it 
is now possible to quantify arterial blood flow in subject-specific physiological models and to 
assess hemodynamics and wall shear stress distribution. With the help of CFD simulations and 
MRI, the ability to evaluate the complex relationship between hemodynamics and predictions of 
blood vessel damage may be possible.
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The study aims to overview different methods for evaluation of hemodynamics in arteries
with different physiological geometries as the carotid and common carotid artery (CCA)
bifurcation, coronary and iliac arteries in parallel with numerical analysis of blood flow based on
Navier-Stokes equations by different methods.

2. Methods

2.1 Numerical studies of blood flow in the carotid artery bifurcation with stenosis. Influence of 

blood rheological properties 

Several authors have investigated blood flow in the common carotid artery [1-4]. Blood
flow in carotid artery bifurcation is studied based on Navier-Stokes equations performing
numerical simulations by a finite volume method and considering one wave period [1-3]. Four
different cases of the common carotid bifurcation were examined: without stenoses, with one, two
and three stenoses. Based on geometry reconstruction a mesh generation is done. The case studies
are based on different anatomies presented by the one, two or three stenoses of common carotid
bifurcation vessel. Physiological geometry can be imported into a CFD solver. The numerical
results of the blood flow in the common carotid bifurcation give detailed picture of the axial
velocity and WSS distribution. The flow in the bifurcation is strongly unsteady. For the case of
carotid bifurcation without stenoses results for the axial velocity distribution are presented in the
character time points T=0 s, 0.1 s, 0.2 s, 0.3 s, 0.4 s, 0.5 s. The results show that the blood flow in
carotid bifurcation is unsteady, and the flow disturbances depend on the time and type of the
stenoses. The pattern of the velocity and the WSS are obtained and comparison of the peak WSS
is done for the four considered cases – without stenoses, with 1, 2 and 3 stenoses. The results
show the influence of the stenoses on blood flow in the bifurcation and deposition processes
around it. The recirculation zone behind the stenosis is the area of low WSS. This is the most
probable area for thrombus formation. The peak WSS is increasing, and the maximum is being
achieved earlier with an increase in the number of stenoses. Our observation for the four cases
studied by us is that the vorticity magnitude is greatest on the vessel wall. This zone becomes
larger formed in the presence of one, two and three stenoses [3].

Mansur et al. [4] performed numerical analysis of the three-dimensional model of pulsatile
and non-Newtonian blood flow in a carotid artery with local occlusion using Ansys Fluent. The
effect of the shear thinning of blood is simulated using the Carreau-Yasuda model, neglecting the
viscoelastic effects. The results obtained show that, compared to Newtonian fluids, non-
Newtonian fluids exhibit significant differences in secondary flow patterns and shear flow
behavior. Additionally, the axial velocity in the non-planar branch decreases with obstruction.
The occlusion of the vessel at 80% and 50% of the internal diameter is analyzed. The results
obtained in this study show that, compared to Newtonian fluids, non-Newtonian fluids exhibit
significant differences in secondary flow patterns and shear flow behavior. Additionally, the axial
velocity in the non-planar branch decreases with obstruction.

Numerical simulations by Perktold et al. (1991) [5] show that incornoration of the shear
thinning behavior of blood did not alter the flow characteristics in a stenosed carotid artery
significantly. The experimental data of Liepsch et al. [6], however, indicated that the
viscoelasticity of the fluid could be of importance for the region of flow reversal.

Symmetrical 30–60% stenosis in a common carotid artery under unsteady flow conditions
for Newtonian and six non-Newtonian viscosity models is investigated numerically by A. Razavi
et al. [7]. Results show power-law model produces higher deviations, in terms of velocity and
wall shear stress, in comparison with other models, while the generalised power-law and
modified-Casson models are more prone to the Newtonian state. The differences between models
are more significant at low inlet velocities and in the case of the power law and Walburn–

Schneck models for even high inlet velocities. Comparing the separation length of the
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recirculation region at different critical points of the cardiac cycle confirms the necessity of
considering blood flow in unsteady mode. Increasing stenosis intensity causes flow patterns to be
more disturbed downstream of the stenosis, and WSS appears to develop remarkably at the
stenosis throat. The trends of WSS and radial velocity are the same for all blood viscosity models;
however, the magnitude of these parameters differs from one model to another.

2.2. Numerical simulation of the spatio-temporal evolution of the flow in the model of abdominal 

aorta bifurcation with stenosis 

The structure of the pulsating flow in the model of the average configuration, including
the bifurcation of the abdominal aorta and subsequent bifurcation of the iliac arteries with
axisymmetric hemodynamically significant stenosis in the right common iliac artery, is studied
by numerical methods by D. Sinitsina et al. [8]. It has been shown that the presence of stenosis in
this artery affects the flow structure both downstream and upstream: reverse-flow zones are
formed, and transverse flow evolution differs significantly from the structure of the flow in a
healthy branch. The stenosis with the spatial curves of the model leads to the formation of a stable
single-vortex flow in the external iliac artery for most of the cardiac cycle. In the mentioned
artery of the healthy branch various unstable patterns of two-vortex structure form during the
cycle. In both internal iliac arteries, there is a transitional flow, from a two-vortex to a single-
vortex motion, forming during the cycle. The influence of the presence of stenosis on the
structure of the transverse flow in the internal iliac artery is insignificant. The authors conclude
that the most likely regions for atherosclerotic lesions of the vascular wall are characterized by
the minimum values of time-averaged wall shear stresses and the maximum values of oscillatory
shear index, are the stenosis region and the external wall of the common iliac artery.

2.3. Influence of blood rheological properties on the formation of recirculation zones near 

coronary artery stenosis 

The influence of blood rheological properties on the features of recirculation zone formation
in hemodynamic flows near coronary artery stenosis is studied by Makhaeva et al. in [9]. The
Newtonian model and the Carreau model are used to describe dynamic viscosity. Calculations are
performed for an ideal 2D vessel with double and single stenosis, each of which had a degree of
overlap of 50 – 80 %, and for a 3D model of a real coronary artery with a stenosis of 50 %, which
was reconstructed from X-ray data. On the example of 2D vessel model the formation of
recirculation zones after stenosis was theoretically substantiated by methods of mathematical and
computer modeling. The formation of stationary vortex regions significantly depended on the
blood model used. The relationship between the characteristics of the blood flow recirculation
phenomenon and local and general hemodynamic characteristics is known. To demonstrate the
relationship between the rheological properties of blood and the characteristics of the
phenomenon of blood flow recirculation on more complex vessel geometries, similar computer
calculations were performed for a three-dimensional model of a real coronary artery. Comparative
analysis of the Newtonian model and the Carreau model showed that the non-Newtonian behavior
of blood significantly affects such hemodynamic characteristics of blood flow as viscosity,
pressure, shear stress and shear rate. A significant difference in the obtained results is shown in
the case of high flow velocities. It was concluded that the Newtonian blood model can be used
only in vessels with minimal disturbances in the blood flow pattern [9].

Three viscoelastic constitutive models, defining a more complete rheology of blood, were
implemented in ANSYS Fluent, using UDFs, and tested for idealized and patient-specific
geometries of right coronary arteries by S. Pinto et al. [10]. The Generalized Oldroyd-B (GOB)
model, a quasi-linear model, and two non-linear models, the Multi-mode Giesekus and Simplified
Phan-Thien/ Tanner (sPTT) models, were implemented. For right coronary arteries, velocity and
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wall shear stress were compared, considering a purely shear-thinning model, Carreau model, and
the implemented viscoelastic models. An overall reduction of the velocity in regions of higher
velocity gradients was observed, considering the non-linear viscoelastic multi-mode models
(Giesekus and sPTT). Moreover, the difference in peak wall shear stress values considering these
multi-mode viscoelastic models is close to half the magnitude (51%) of Carreau model solutions.

3. Conclusions

An overview of the papers devoted to determination of velocity distribution, tangential
stresses, pulse wave velocity in models of blood vessels (carotid, coronary, abdominal) with
stenoses and in their branches is done. The influence of blood rheological properties on the
formation of recirculation zones near artery stenosis and bifurcation is analysed.

Acknowledgements: The study has been supported by the Bulgarian National Science Fund -
Project № КП-06-Н57/14/2021.
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Abstract. In this paper we introduce and analyze a continuous–time model of co–infection dynam-
ics in a heterogeneous population consisting of two subpopulations that differ in the risk of getting 
infected by individuals with both diseases. We assume that each parameter reflecting a given process 
for each subpopulation has different values, what makes the population completely heterogeneous. 
Such complexity and the population heterogeneity make our paper unique reflecting co–infection 
dynamics. Moreover, we establish an epidemic spread for each disease not only in a sole subpopula-
tion, but also criss–cross transmission, meaning between different subpopulations. The system has a 
universal structure, it can be therefore applied to investigate the co–infection for different infectious 
diseases.

Keywords: Co–infection; SIS model; Local stability; Population heterogeneity; Dynamical Sys-
tems

1. Formulation of a model and its basic properties

In a population we indicate two subpopulations, a low–risk (LS) and a high–risk (HS) 
subpopulation, that relate to the risk of getting infected. LS and HS have accordingly lower and 
higher susceptibility to each disease. For every variable and parameter we assign a subscript i equal 
to 1 and 2 for LS and HS, respectively. If i has no assigned value, then i ∈ {1,2}. By S1 and S2 we 
denote a density of healthy people in LS and HS, respectively. The variables Ii mean a density of 
individuals from the given subpopulation that are infected by a pathogen of disease which we call 
disease A (DA). Similarly, we define Ji as a density of individuals suffering from disease B (DB). A 
density of a group infected by pathogens from both diseases is denoted by Ki.

Migrating and newborn individuals join each subpopulation through Si class with a recruitment 
rate Ci. A natural death rate for each subpopulation is equal to µi. For DA we introduces 
transmission rates: β11, β22, β12, β21 reflecting transmission: among LS, among HS, from HS to LS 
and from LS to HS, respectively. Indicating four different rates means that DA differs in spreading 
and contracting a pathogen. To get a preliminary insight on co–infection dynamics for the 
heterogeneous population, for DB we assume that individuals differs only in contracting a pathogen. 
For this reason we take only two transmission coefficients for DB: σ1 for LS and σ2 for HS. By γi
and gi we denote a recovery rate for DA and DB, respectively. The disease–mortality rate for DA and 
DB is depicted by αi and ai.
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The proposed model of co–infection reads

Ṡ1 =C1 −β11S1I1 −β12S1I2 + γ1I1 −µ1S1 −σ1S1(J1 + J2)+g1J1, (1a)

İ1 = β11S1I1 +β12S1I2 − (γ1 +α1 +µ1)I1 −σ1I1(J1 + J2)+g1K1, (1b)

J̇1 = σ1S1(J1 + J2)− (g1 +a1 +µ1)J1 −β11J1I1 −β12J1I2 + γ1K1, (1c)

K̇1 = σ1I1(J1 + J2)+β11J1I1 +β12J1I2 − (g1 +a1 + γ1 +α1 +µ1)K1, (1d)

Ṡ2 =C2 −β22S2I2 −β21S2I1 + γ2I2 −µ2S2 −σ2S2(J1 + J2)+g2J2, (1e)

İ2 = β22S2I2 +β21S2I1 − (γ2 +α2 +µ2)I2 −σ2I2(J1 + J2)+g2K2, (1f)

J̇2 = σ2S2(J1 + J2)− (g2 +a2 +µ2)J2 −β22J2I2 −β21J2I1 + γ2K2, (1g)

K̇2 = σ2I2(J1 + J2)+β22J2I2 +β21J2I1 − (g2 +a2 + γ2 +α2 +µ2)K2. (1h)

Each parameter is fixed and positive. In particular, every parameter besides Ci is in the range (0,1).
Figure 1 is a schematic drawing of the proposed model.

Figure 1: Possible movements between particular classes from system (1).

2. Concluding remarks

We proposed and analyzed the continuous–time model (1) describing co–infection in a heteroge-
neous population, in which we distinguish two subpopulations. These subpopulations, low–risk LS
and high–risk HS, differ in the risk of getting infected by any of two diseases called disease A (DA)
and disease B (DA). The values of the parameters for every subpopulation are different, what guar-
antees complete population heterogeneity. System (1) has four stationary states: disease–free (Ed f ),
with sole DA or DB (EA and EB). We also suspect that the endemic state, with two diseases present,
exists, but we did not manage to prove it because of complicated computations. State Ed f exits
unconditionally, while provided conditions determine the existence of EA and EB. For state Ee we
only gave insight into its existence because of the complexity of the computations. For system (1)
we computed the basic reproduction number R0. This number is the maximum of two terms, which
forms depend on parameters corresponding to the particular sole infection. Later we investigated
the local stability of the stationary state. State Ed f is locally stable if R0 < 1, what is expected.
Analysis of the local stability for EA and EB provided the list of conditions. What is important is
that the parameters from both diseases affect the local stability of both states.
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[1] M. Bodzioch, M. Choiński, U. Foryś, SIS criss-cross model of tuberculosis in heteroge-
neous population, Discrete and Continuous Dynamical Systems – B, 24 (2019), 2169–2188,
https://doi.org/10.3934/dcdsb.2019089.

340



10th International Congress of the Serbian Society of Mechanics
Niš, Serbia, June 18-20, 2025 
M.3.4
Original scientific paper

DOI:10.46793/ICSSM25.341D

THE PHYSICS OF INTELLIGENCE: CAN THE FERMIONIC MIND 
HYPOTHESIS PROVIDE A THEORETICAL FRAMEWORK FOR 
UNDERSTANDING CONSCIOUSNESS?

Eva K. Déli1, Zoltan Kiss2

1 Faculty of Health Sciences, Institute of Social and Sociological Sciences, Department of
Psychology, Debrecen University, Nyíregyháza, Sóstói út 2-4, 4400 Hungary,
eva.kdeli@gmail.com
2 Institute for Consciousness Studies (ICS), PO Box 30433 Phoenix, Arizona 85046,
zoltan.a.kiss@gmail.com

Abstract:

The rapidly evolving field of artificial intelligence has sparked considerable
discussion regarding the potential for artificial consciousness. However, achieving this goal
relies on a precise understanding of biological consciousness. At its core, consciousness
operates similarly to large language models, functioning as an endothermic information
processor and a generator of intellect. Perception arises from a reversible, probabilistic
thermodynamic cycle, which imparts probabilistic and quantum characteristics to cognition. At
the same time, consciousness possesses intrinsic unity and a fundamental separation,
representing fundamental particle features. By adopting the operational principles of
elementary particles, the brain gives rise to consciousness, the essential unit of intellect. This
novel theory is the fermionic mind hypothesis (FMH), which shows that consciousness is the
fundamental unit of intellect, much like fermions form the basis of matter. FMH shows that the
physical laws apply to behavior, and emotions represent the four fundamental forces of
motivation. Out of these motivation forces, we investigate those we experience in
everyday life: gravity and electromagnetism. Emotional electromagnetism shows that the
introduction of bias leads to bipolar, discrete behaviors. The reversible perception cycle creates
contrasting psychological conditions, the so-called psychological up-and-down spin.
Competitors form opposite opinions, dictated by the Pauli exclusion principle. Winners and
losers give rise to hierarchical social dynamics akin to atomic organization. The adoption of
gravity leads to mental gravity (MG). MG governs competitive thinking and behavior and
assists in forming a hierarchic social organization. The fermionic characteristics of
consciousness suggest that the brain adapts to its surroundings following physical laws. Our
framework explains the operation of consciousness and may facilitate the development of
artificial consciousness.

Keywords: consciousness, behavioral and cognitive neuroscience, cognition,
neuroscience, behavioral neuroscience, hard problem of consciousness, artificial consciousness
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1. Introduction

Understanding consciousness is one of the most pressing scientific questions of our time.
While modern neuroscience has advanced through empirical research, leading theories such as
Global Workspace Theory [1] and Integrated Information Theory [2] fall short of grounding
consciousness in fundamental physical principles. The rapid advancement of artificial intelligence
adds urgency to this inquiry, as the parallels between biological and silicon-based cognitive
systems may reveal a physical basis for consciousness. This investigation requires an
interdisciplinary approach that bridges neuroscience, physics, and mathematics.

Both silicon-based and biological neural systems function as sophisticated information
processors, generating intellect through intricate energy dynamics. For instance, energy functions
in neural networks measure how well an input aligns with learned patterns. Similarly, biological
perception is a thermodynamic process driven by stimuli. Nevertheless, sequential associations
form the foundation of experience and cognitive functions, forming a temporal organization. At
the heart of this intricate process, the hippocampus converts spatial information into temporal
projections, propagating from the past toward the future [3].

Through continuous interaction with the environment, intelligent systems internalize
physical principles, giving rise to intuition and insight, which shape thought and behavior. This
paper seeks to uncover the shared principles underlying biological and artificial intelligence,
ultimately proposing a unified physics framework for cognition. The fermionic mind hypothesis
presents a novel theory of consciousness embedded in physical laws [4]. Specifically, the brain
constructs an abstract mental space through the intuition and adoption of elementary forces. This
study focuses on two fundamental forces central to our everyday experience: electromagnetism
and gravity.

2. The temporal nature of consciousness

Our intellectual capacities are deeply rooted in sensory processing. Sensory perception,
the complex and continuous assimilation of vast amounts of data, is intricately intertwined with
experience-dependent neural activity [5]. This process embodies the potentials and limitations
inherent in bodily and environmental interactions. It is the foundation on which consciousness
emerges as an embodied experience.

The thalamus modulates sensitivity to incoming sensory stimuli, orchestrating two
distinct operational modes. The 'outer' brain swiftly processes high-dimensional sensory input. In
contrast, the 'inner' brain refines these signals into temporally distilled information crucial for
coordinating behavior [6]. While preserving its inherent depth and meaning, this significant
compression of sensory data is akin to a holographic projection that faithfully renders three-
dimensional objects in a two-dimensional format. As a result, the constantly evolving stream of
thoughts forms the inherent constancy of conscious experience [7].

Without external stimuli, the brain engages in self-reflective associations of the resting
state. Stimulus activates the brain's sensory processing, forming a reversible thermodynamic
cycle [8]. The regular exothermic cycle dissipates energy. In contrast, an endothermic process
requires energy input to accumulate potential. Physical systems produce the arrow of time. This
exothermic process reflects the inexorable increase in entropy as prescribed by the second law of
thermodynamics (Figure 1). Within an information-theoretic framework, exothermic processes
release energy stored from past interactions, cultivating a past-oriented perspective. In contrast,
endothermic processes absorb energy in anticipation of future demands.

Shannon's information theory further elucidates how the thermodynamics of perception
give rise to emotional, cognitive, and physiological responses. These reversible thermodynamic
cycles can orient focus toward the future or the past. A key player in this temporal organization is

342



E. K. Déli, Z. A. Kiss, The Physics Of Intelligence: Can The Fermionic Mind Hypothesis Provide

A Theoretical Framework For Understanding Consciousness? 

the brain's extensive memory repository, which can confer remarkable predictive capabilities or a
platform for rumination. Energy accumulation characteristic of endothermic states fosters
intellect, engendering complexity alongside feelings of contentment, optimism, and hope [9]. In
contrast, stress causes past orientation, associated with remorse, regret, and repetitive thinking.

Ultimately, the perception cycle is tied to the past, causing energy dissipation or
accumulating energy for future needs. Thus, temporal orientation plays a critical role in shaping
intellectual evolution. In this light, individuals with a future-oriented perspective are strategically
positioned to harness energy dynamics to enhance their cognitive trajectories and adaptive
potential.

3. The psychological spin

The electromagnetic force, one of the four fundamental forces of nature, governs
interactions at the elemental level. The electron's spin or intrinsic angular momentum is central to
this force, which orients its magnetic field. The Stern–Gerlach experiment demonstrates how an
applied magnetic field deflects particles into two distinct trajectories. This bifurcation, admitting
only two discrete states labeled as spin-up and spin-down, confirms the quantized nature of spin.

Although emotions are inherently multidimensional and defy simple categorization,
recent advances in frequency-based analyses have yielded a binary classification. This frequency-
based classification distinguishes positive from negative affect with an impressive accuracy
exceeding 96% [10,11]. Within this framework, neutral states occupy a narrow frequency band—

typically between 417 and 440 Hz—while deviations toward higher frequencies correspond to
stressed states. Lower oscillatory patterns are associated with positive affect [12].

These distinct energy profiles provide a compelling analogy to the quantum mechanical
notion of spin, whereby the directional energy flow in neural circuits may be interpreted as a form
of "psychological spin" [13] (Figure 1). For instance, a dog's wagging tail can manifest a positive
psychological spin, whereas raised hackles indicate a negative state shift. This polarization is
connected to emotionally charged experiences. Furthermore, like electric charges, attraction can
switch to repulsion instantly, creating love-hate relationships in the social context.

Emotional Electromagnetism (EEM) posits that emotionally charged environments
naturally engender biases, leading to discrete separations in opinion [14,15]. Like electrons in an
electromagnetic field, individuals in emotionally charged contexts tend to align rigidly,
embracing or rejecting stimuli. The Pauli exclusion principle, which applies to fermions, states
that no identical fermions can simultaneously occupy the same quantum state. This principle is
crucial for organizing electrons in atomic orbitals, contributing to the diverse chemistry of the
macroscopic world. The Pauli exclusion principle influences emotional behaviors, suggesting that
the evoked cycle of emotional processing occupies an abstract "spin space."

Psychological spin promotes competition and polarization of opinions in social and
political spheres, creating division and discord [16]. The simple spin models offer insight into
market frictions and herding behavior in economics [17], creating hierarchical social structures
and rising inequality. Adaptations of these models, including the Ising model, further elucidate
decision-making processes in social and business contexts [18]. In the modern landscape, social
media platforms increasingly exploit these dynamics, leveraging our emotional predispositions to
influence behavior and steer public discourse. The interplay between energy dynamics, cognitive
processing, and emotional valence enriches our understanding of brain function and provides a
framework for complex human behavior based on physical phenomena.
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Figure 1. The thermodynamic origin of spin Sensory interaction with the environment
triggers the evoked cycle, a thermodynamic cycle representing discrete steps from A through D,
which recovers the starting conditions. The endothermic reversed cognitive cycle (top), which
requires attentional focus, absorbs energy from the environment, representing up spin. The energy
flow supports mental growth and parallels up spin (top right). Stress triggers the exothermic cycle
that degrades mental energy (bottom). The energy flow toward the environment parallels down
spin (bottom right). (Courtesy of Deli, 2023).

4. Mental Gravity

Einstein's general relativity has reshaped our understanding of gravity as a warping of
space-time. It explains how clocks closer to massive bodies tick slower than those further away.
This physical time dilation is most extreme near black holes—where time appears to halt. Recent
interdisciplinary research has extended the gravity metaphor into the social and behavioral
sciences by proposing a concept of "mental gravity" (MG).

In this framework, social or emotional attachments are patterned on the intuition of
gravity. As gravity holds matter, people embrace relationships. The pain we feel over the loss of a
loved one measures the strength of mental gravity. Neuroscientific studies have reinforced this
metaphor. The anterior insular cortex, a key salience network hub associated with interoceptive
subjective feelings (reviewed by [19]), social emotions, and empathic pain perception, mediates
the internal autonomic inferences and emotional states [20].

Psychology also uncovered that our subjective sense of time is not fixed but fluctuates
with our emotional states. Like time dilation measuring gravitational stress, cognitive stress
dilates the perception of time [21,22]. Beyond stress, an overestimation of elapsed time also
occurs during positive affect [23]. Moreover, recent research suggests that the degree of time
dilation is directly proportional to the emotional intensity during an experience [24,25], hinting at
an underlying energy relationship [26].

Emotions' connection to energy is also evidenced by the more significant slow down of
time perception during the transition to negative states than during the states themselves [27].
Emerging research in affective neuroscience has identified the Default Mode Network (DMN)—a
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group of interconnected brain regions of the resting state—as a key neural correlate of mental
inertia. In states of depression, increased DMN connectivity [28] appears to act like a "mental
mass" that slows time perception to a halt [29] in a manner reminiscent of gravitational time
dilation. This psychological weight hampers the ability to initiate adaptive behavior.

Time perception regulation involves hormonal pathways, such as striatal dopamine,
which is an integral part of the brain's hormonal and energy regulation, underscoring the intimate
link between cognitive energy regulation and our perception of time, particularly under stress or
information overload conditions.

By conceptualizing physical and mental phenomena within a two-dimensional coordinate
system, stress and contentment lie at opposite ends of an information-processing and action-
motivation spectrum [30]. Graphing time perception uncovers it as an even function—a graph
unchanged under reflection in the y-axis (Figure 3). However, the inverse relationship between
the capacity to change and the desire to do so forms an odd function— a graph symmetric to the
origin. The subjective experiences of these conditions explain this deviation. In positive
emotional states, excess time translates to confidence in self-agency. This confidence is an energy
frugality that shows a connection to parasympathetic restorative processes in long-term
psychological well-being [31], such as awe at the curve's left minimum (Figure 2). In a stressful
context, the feeling of permanence during time pressure, which stress represents, evokes a
desperate escape behavior through impatience, impulsivity, and sympathetic arousal [32,33], but
without the capacity for meaningful action.

Depression, as a disease of incapacitating "heaviness" and "darkness," existed long before
the advent of black hole physics. The similarities between these symptoms and black hole physics
suggest that our understanding of physical laws may be innate, rooted in the fermionic
organization of consciousness rather than learned (see Table 1).

Fermion Consciousness
Unity The unit of matter The unit of intellect
Thermodynamic
outcome

Exothermic cycle → 

arrow of time
Endothermic cycle → 

intellect
Constancy Particle stability A constant sense of self

Table 1. The characterization of material fermions and the temporal mind
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Figure 2. The Psychology of Contentment and Stress The x coordinate represents the
transition between stress and contentment, and the y coordinate is the time perception rate. In
positive experiences, time perception reduces action motivation, culminating in awe. The pain of
stress motivates action but weakens self-confidence. Anxiety can progress to depression when
action motivation halts. The capacity to institute change is inversely proportional to the desire to
change.

Figure 3. The effect of stress and elation on time perception Both elation (negative
temporal curvature, right) and stress (positive temporal curvature, left) expand time perception.
However, the contrasting temporal curvatures cause radically different behavioral manifestations.
Notice that time perception is shown instead of time perception rate (Figure 2).
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5. The Social Consequences of Mental Gravity and Psychological Spin

Recent Kent [28] work revealed that DMN activity and connectivity are the neural
correlates of mental mass and a neural mechanism forming mental gravity. Therefore, conscious
experience orients neurobiological time, similar to the body's perception of gravitational
curvature [34]. Similar to gravity, social behavior may have a geometric foundation; much like
space-time curvature dictates particle movement, the collective unconscious shapes individual
behavior and social hierarchies.

In this framework, time dilation influenced by relative distance to a gravitational body—

has psychological counterparts, where subjective time perception is altered by one's position
within the social fabric. Competitive social interactions can thus be seen as generating hierarchies
that reflect differential access to time; a scarcity of perceived time is linked to stress, mirroring
the effects of gravitational potential [35]. Thus, the financial differences are a symptom of the
divergence in access to time, separating the poor from the wealthy segment. As particle
interaction shapes the gravitational curvature, competitive interactions shape social structure.
Therefore, the existence of a physical body is needed to experience and adopt the fermionic
structure: embodiment shapes the manifestation of consciousness.

The dynamics of human behavior and social interaction also resonate with
thermodynamic concepts such as temperature and entropy, which offer compelling analogies for
behavioral dynamics. In this view, high-arousal states—often associated with exploitative or
reactive behaviors—stand in contrast to "cold," adaptive conditions that promote stability and
learning.

In another context, analogous to the persistence of motion—or rest—according to
Newton's first law, habitual and emotional states exhibit inertia until significantly perturbed by an
external stimulus [36]. Like redirecting a moving vehicle, altering one's behavioral trajectory
requires a deliberate deceleration—a cognitive slowdown often mediated by learning, acceptance,
and gratitude [37]. At the synaptic level, this process is underpinned by reciprocal changes in
connectivity, underscoring the neuroplastic nature of learning [5]. Thus, mental gravitational
modifications require cognitive effort or social force for extended time. Gravitational changes
contrast response to a change in emotional charge; psychological spin—similar to fermionic
spin—can flip instantly.

Furthermore, the interplay of electromagnetic forces in neural circuits finds an intriguing
parallel in the dynamics of social exchanges. The bidirectional nature of these forces, wherein
opposing polarities continuously seek equilibrium, is reminiscent of Newton's third law. Every
action is met with an equal and opposite reaction. This symmetry is evident in the reciprocal
patterns observed in social interactions, where acts of kindness or aggression precipitate
corresponding emotional responses [38]. Consequently, while constructs such as MG and EEM
might manifest distinctively, their overlapping influences on behavior complicate efforts to
disentangle their contributions (see Table 2).

These interdisciplinary analogies enrich our understanding of neural dynamics and have
practical implications, inspiring us to explore new neuroscience and social sciences avenues.
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Mental gravity Emotional
electromagnetism

Trigger Stress Bias
Sympto

m Time shortage Comparison

Subject
ive experience

Time perception
expands Competitive drive

Behavi
oral
consequences

Impulsivity Manipulable

Mental
consequences

Intellectual
degradation Short-term focus

Modifi
cation

Change takes a
long time

Bias can flip
instantaneously

Table 2. The comparison of mental gravity and emotional electromagnetism

6. Discussion and Conclusions

Our theoretical framework conceptualizes consciousness as the experiential awareness of
one's separateness from the environment. In this context, we introduce the fermionic mind
hypothesis (FMH) as a radical, integrative model that unites principles from physical law with
mechanisms of predictive memory generation. FMH posits that consciousness emerges from a
temporal, complexity-generating system underpinned by fermionic organization, offering a novel
lens into cognition.

Grounded in robust findings from psychological and social sciences, FMH transcends
traditional reductionist models by incorporating concepts from physics, such as gravity and
electromagnetism. By linking emergent neural dynamics with energetic conditions, FMH can
merge established paradigms in classical and quantum cognition, potentially heralding a paradigm
shift in our understanding of memory formation and cognitive complexity.

Moreover, FMH has significant implications for the study of machine consciousness. It
underscores the necessity of embodiment in intelligent systems, suggesting that the physical
experience and constraints shape consciousness. This insight carries profound consequences for
robotics and artificial intelligence research, indicating that the criteria for conscious experience—

and, by extension, moral agency—may extend beyond mere computational capacity to include
specific structural and energetic, i.e., emotional prerequisites.

Current research efforts are directed toward validating the predictions of FMH through
experimental simulations and advanced neuroimaging studies. Confirming the FMH framework
by empirical investigations could result in a paradigm shift with far-reaching implications for
medicine, cognitive science, robotics, and our broader understanding of consciousness.
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Abstract

Phase transition is a specific property of temperature-sensitive hydrogel which can be
triggered by mechanical load. Zona Pellucida (ZP) a complex polymer structure that surrounds
the oocyte may be consider as a thermosensitive polymer since it exhibits transition in mechanical
properties during the period of maturation, fertilization and early embryo development. This
transition can be modelled as temperature-sensitive hydrogel under mechanical constrain. Using
the mathematical method established for temperature-sensitive hydrogel under mechanical
loading we try to predict the critical external stress caused by numerous sperm cells that is
necessary to trigger the phase transition. The relaxation parameter was calculated for mouse ZP
using the data from the literature. There are possibilities that ZP is behave as a mesomorphic
structure and that intermediate states between sol and gel phase exist, but further theoretical
analysis are needed to confirm this hypothesis.
Key words: zona pellucida, thermal stress, thermosensitive polymer, phase transition,

1. Introduction

ZP polymer responds to mechanical load (artificial or natural) by changing its mechanical and
electrical properties-conductivity and capacitance measured by impedance spectrometry [1]. For
different suction pressure the relaxation occurs always at the same frequency [2].

Depending on temperature and mechanical pressure, phase transitions may occur, which alter
its capacitance and conductivity. An increase in pressure can disrupt the organization of the ZP,
leading to changes in impedance. Number of sperm cells that are necessary for successful
fertilization have a role of external mechanical stress and can cause that phase transition that
could be a possible mechanism that contribute to sperm penetration. Of a great importance is to
predict the critical external stress caused by numerous sperm cells necessary to trigger the phase
transition.

2. Methodology

Theoretical modelling approach describe in [3] was used to predict the critical stress
necessary to trigger the phase transition. ZP was assumed to be in the form of thin incompressible
rectangular layer isolated from oocyte where external load is applied in uniaxial direction.
Temperature was set as in physiological conditions at 37°C (310.15K). Nominal stress is express
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through free energy density function as 
id

dw
s


= . i is stretch in the principal direction compared

to the referential state. Stress–stretch curves are generated from the following equation [3]:
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Where  -nominal volume of solvent molecule, N -the number of the polymer chains

divided by the volume of the dry polymer, s -nominal stress,
0V

V
-is a swelling ratio, 3 - stretch

direction caused by uniaxial stress, k - Boltzmann constant, T - temperature, 0 and 1 are the 
interaction parameters, Nv -parameter representing the crosslink density [3]. Intensity of normal
stress is expressed as a function of the number of sperm cells with effective velocity. To
determine the critical stress for a phase transition of ZP the number of sperm cells is varied.

The results are discussed with experimental data from [1] where different external suction
pressure was applied to obtain ZP impedance. The relaxation parameter τ can be calculated from
[1] for the ZP with normal stiffness. Figure 1.
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Figure 1. Relation between suction pressure and relaxation parameter obtained from data from [1]

3. Conclusions
In this paper ZP was considered as temperature-sensitive hydrogel under mechanical

constrain. The aim is to determine the critical stress necessary to trigger the phase transition in ZP
polymer.

The results of the theoretical modelling may be incorporated in IVF protocols in the case of
oligospermia to facilitate the phase transition of ZP.
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Abstract:
Numerical simulations and biomechanical analysis can be generally adopted for in silico 

clinical trial of cardiovascular devices [1]. Numerical studies of stent FSI simulation were 
performed recently together with short-term and long-term performance. Some papers consider 
application of discrete methods like cellular automata or agent-based models considering 
mechanisms of cell proliferation, migration and apoptosis leading to neointima formation.

Nevertheless, research has demonstrated that biological processes are not the only factors 
causing alterations in the artery's shape and geometry. Shear stress in the artery wall is also 
important [2]. In-stent restenosis formation includes low wall shear stress (WSS), accelerated 
proliferation of smooth muscle cells and larger collagen and elastin synthesis in intimal layer. It 
was suggested that stent geometry plays a crucial role on development of restenosis induced by 
wall shear stress (WSS) evolution during the heart cycle. Finding a relation between 
parametrization of stents and WSS-induced restenosis is a complex task, which is necessary to 
solve. We propose an approach to find a relation between design and its influence on in-stent 
restenosis including structural design of stents, numerical simulation of stent behaviour in multi-
layered diseased artery and algorithm of WSS-induced restenosis.

To create stent models, a configurator software based on the CAD application Autodesk 
Inventor (Autodesk Inc., San Francisco, CA, USA) was developed. This tool provides the ability 
to create sinusoidal and helix stents automatically by parameters input such as diameter, 
thickness, and mesh configuration. This configurator allows users to enter stent parameters such 
as length, outer diameter and thickness, twist angle and other parameters. As a result, 24 different 
geometrical variants of coronary stents were created. Of these, 12 models were produced using a 
helical line, and the remaining 12 models were based on parametric equations for the formation of 
sinusoidal coronary stent struts (Fig. 1).

Fig. 1. Helix-shape (a) and sinusoid-shape (b) coronary stents
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Two-way FSI problem of blood flow in atherosclerosis-prone artery was considered.
Three-layered artery model including intima, media and plaque was assumed. The increase of the
coronary artery wall thickness due to wall shear stress variation was modelled. To predict in-stent
restenosis, a model including a system of ordinary differential equations was proposed. The
coupling algorithm combining blood flow in the stented section of the artery is first simulated to
provide the necessary data, such as the velocity field for computing WSS. Then intima thickness
growth is estimated using a system of coupled first-order ordinary differential equations that
describe the process of LDL accumulation and thickness change over time. A duration equal to 6
months was calculated (the time step was 0.001 months).

It was revealed that an increase in LDL mass was observed with increasing stent
diameter. Second, for each stent diameter, an optimal geometry that minimizes LDL mass can be
identified. For 3-mm diameter stents, the minimum values of LDL mass ranged from 8×10-7 kg to
8.42×10-7 kg. For 4 mm diameter stents, the minimum values of LDL mass ranged from 8.49×10-7

kg to 9.06×10-7 kg. Mean values of LDL mass ranged from 1.49×10-6 kg to 1.51×10-6 kg.

Fig. 2. Maximum and intimal thickening for all stents

The intimal thickening model showed that thickening is observed in areas with low values of
wall shear stress, which are less than 3 Pa, which is supported by existing literature data. Helix
stents at diameters of 2 and 3 mm show greater thickening compared with sinusoidal stents (Fig.
2). However, sinusoidal stents have a larger thickening area, indicating that helix stents are more
effective. Next step will be including manufacturing process into developed model. Our complex
approach gives a possibility to obtain the optimal structure and properties for patient-specific
stent production in the future.
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Abstract:

A bio-inspired tailed robot on three supports is proposed. It moves on a horizontal plane. 
Supports are located in vertices of an isosceles triangle. The altitude of this triangle is symmetry-
axis of the robot. Dry friction in two symmetrical supports is anisotropic. The robot is equipped 
with a controllable internal flywheel. The shaft of the flywheel is vertical. The robot has a passive 
tail that is a pendulum with a vertical shaft. There is a spiral spring between the tail and the 
symmetry-axis of the body. The tail doesn’t contact with the supporting plane. Periodical control 
torque is applied to the flywheel. The control is constructed in such a way to ensure serpentine-
style propulsion of the robot towards a prescribed direction. Influence of the tail upon the speed 
of the center of mass at a steady regime is discussed. It is shown that average speed of the center 
of mass for the tailed robot can be significantly larger than that for a tailless one.

Key words: tailed robot, anisotropic friction, propulsion, internal mass motion.
1. Introduction

Tails play significant role in locomotion of animals. However, rather few robotic systems are
equipped with tail-like links. The main exceptions are snake-robots and fish-robots.

On the other hand, passive elements (e.g. tails) are profitable for robotic systems controlled
via internal mass motion. Such links can increase average speed of propulsion or essentially
improve some other features (such as maneuverability) [1].

2. Description of the system

Here we discuss a robot that moves on a horizontal plane OXY and consists of a rigid body,
passive rigid tail and controllable flywheel (Fig. 1). The body has three supports A, B, C located
in vertices of an isosceles triangle ( AC BC= ). Center S of mass of the body is located at the
altitude CK. The inner controllable flywheel rotates around S axis; m is the mass of the body
together with the flywheel; J and fJ are moments of inertia of the body and the flywheel around 
S axis. The passive tail is the pendulum SM rotating around the S axis. The mass 0m of the
pendulum is concentrated in the point M. There is a spiral spring with the stiffness coefficient c
between SK and SM. x, y are coordinates of the point S; 1 , 2 are angles between SK and OX

and SM and OX, respectively; f is angular speed of the flywheel. 
SV is the speed of the point S.  
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Fig. 1. Scheme of the system.

AF , 
BF are anisotropic friction forces applied at supports A, B. The model [2] of anisotropic 

friction is used. Let A are general axes of friction tensor  for the point A (the model in the
point B is the same). A is parallel to SK, A is orthogonal to A .

AV is the speed of the point 
A;

AN is the value of normal reaction at the support A.
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Equations of motion are constructed in the Lagrange form. The goal of the control is to
organize propulsion of the robot in the direction opposite to OX. Thus, average value of

SxV

should be negative at the steady mode of motion, and average values of SyV and 1 should be 
zero. Due to this goal, the following control torque U is applied to the inner flywheel:
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We fix all parameters of the system, except stiffness c of the spiral spring: 0 1kgm m+ = , 

0 0.2kgm = , 20.005kgmJ = , 20.001kgmfJ = , 0.1mSK SM= = , 0.2mSC = , 0.3mAB = ,

max 0.2HmU = , 1
0 0 11s , 0.1H, 0.1Hw k k−= = − = , 0.02, 0.9  = = . 

2. Main result

Regime of propulsion with negative
SxV exists for 2 2[0,0.0675] [0.074, )kgm sc −   . The 

case of infinite c corresponds to the tailless robot; for it average speed at the regime equals
0.59m/s. Maximum speed equals 0.72m/s and is achieved for 2 20.055kgm sc −= . Thus, a tail, 
even passive, can provide 20% increasing of the average speed of the center of mass of the robot.
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Abstract

This paper presents a numerical investigation of the Belousov Zhabotinsky reaction network 
under both spatially uniform and non-uniform conditions, with the aim of gaining deeper insights 
into complex reaction systems and pattern formation in the studied system. Numerical simulations 
were performed in both cases spatially uniform and non-uniform to explore the behavior of the 
BZ reaction. For the spatially uniform system, the system of ordinary differential equations 
representing the system dynamics was solved using the MATLAB function ode15s. Reaction-
diffusion equations governing the spatially non-uniform system were solved using advanced 
numerical methods which in case of spatially non-uniform system incorporate finite element 
analysis to handle partial differential equations (PDEs) efficiently. In spatially uniform case 
numerical analysis has shown oscillatory dynamics that is in agreement with experimental 
findings. In case of spatially non-uniform system two phenomena were found: diffusion induced 
traveling waves that propagate from the center of the domain and Turing patterns.

Key words: Belousov-Zhabotinsky, oscillatory reactions, numerical simulations, finite element 
analysis

1. Introduction

The Belousov-Zhabotinsky (BZ) [1] reaction is a classic example of a non-linear chemical
oscillator with significant implications for the study of complex systems and nonlinear dynamics. 
This reaction offers insights into phenomena such as chaos, pattern formation, and self-
organization, making it a crucial subject for exploring the principles of chaos theory and complex 
systems. An important aspect of the BZ system is modelling, which can greatly improve the 
understanding of this system and contribute to its practical applications. This paper will present a 
numerical study of the characteristics of the BZ reaction model, providing a comprehensive 
introduction to the topic.

2. Model

The BZ oscillatory reaction network in this study involves 12 reaction steps, four of
which are reversible, and 16 chemical species, including Br–, HOBr, H+, Br2, H2O, HBrO2, 
Br2O, BrO3

–, BrO2, Ce3
+, Ce4

+, CH2(COOH)2, CHBr(COOH)2, P1, P2, and Br2(g). CH2(COOH)2 
and BrO3

– are the reactants, 
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and CHBr(COOH)2, Br2(g), P1, and P2 are the products. Simulations were done under constant pH with
H+ and H2O concentrations fixed. To improve efficiency, the concentrations of CH2(COOH)2 and BrO3

–

were treated as constants, leading to a model with eight variables: a, b, c, d, e, f, g, h, corresponding to
concentration of species Br–, HOBr, Br2, HBrO2, Br2O, BrO2, Ce3

+, and Ce4
+ respectively.

𝐝𝒂

𝐝𝒕
= D1∇

2𝒂 − 𝒌𝟏𝒂𝒃 + 𝒌−𝟏𝒄 − 𝒌𝟐 𝒅 − 𝒌𝟒𝒂 + 𝒌𝟖𝒄 + 𝒌𝟏𝟎𝒉 (1)
𝐝𝒃

𝐝𝒕
= D2∇

2𝒃 − 𝒌𝟏𝒂𝒃 + 𝒌−𝟏𝒄+ 𝟐𝒌𝟑𝒆 − 𝟐𝒌−𝟑𝒃
𝟐 + 𝒌𝟒𝒂 + 𝒌𝟓𝒅

𝟐 + 𝒌𝟏𝟏𝒆 (2)
𝒅𝒄

𝒅𝒕
= D3∇

2𝒄+ 𝒌𝟏𝒂𝒃 − 𝒌−𝟏𝒄 − 𝒌𝟖𝒄 − 𝒌𝟏𝟐𝒄 (3)
𝐝𝒅

𝐝𝒕
= D4∇

2𝒅 − 𝒌𝟐𝒂𝒅 + 𝒌𝟒𝒂 − 𝟐𝒌𝟓𝒅
𝟐 − 𝒌𝟔𝒅 + 𝒌𝟔𝒇

𝟐 + 𝒌𝟕𝒇 𝒈 − 𝒌−𝟕𝒅𝒉 (4)
𝐝𝒆

𝐝𝒕
= D5∇

2𝒆 + 𝒌𝟐𝒂 𝒅 − 𝒌𝟑𝒆 + 𝟐𝒌−𝟑𝒅
𝟐 − 𝒌𝟏𝟏𝒆 (5)

𝐝𝒇

𝐝𝒕
= D6∇

2𝒇 + 𝟐𝒌𝟔𝒅 − 𝟐𝒌𝟔𝒇
𝟐 − 𝒌𝟕𝒇 𝒈 + 𝒌−𝟕𝒅𝒉 (6)

𝐝𝒈

𝐝𝒕
= D7∇

2𝒈− 𝒌𝟕𝒇 𝒈 + 𝒌−𝟕𝒅𝒉 + 𝒌𝟗𝒉 + 𝒌𝟏𝟎𝒉 (7)
𝐝𝒉

𝐝𝒕
= D8∇

2𝒉 + 𝒌𝟕𝒇 𝒈− 𝒌−𝟕𝒅𝒉− 𝒌𝟗𝒉 − 𝒌𝟏𝟎𝒉 (8)

3. Methods and results

The equations (1) – (8) for the BZ reaction network under both spatially uniform (well stirred
reactor) and non-uniform conditions were solved using numerical methods with the FEniCS
package [2], which employs the finite element method to efficiently handle the partial differential
equations in the non-uniform case. An implicit Euler scheme was used for time discretization. A
circular computational domain was employed to simulate a thin solution layer, with homogeneous
Neumann boundary conditions applied at the boundaries. In the case of spatially non-uniform
case, our numerical analysis revealed two distinct phenomena based on the stability of the
spatially uniform system. In unstable systems, diffusion induces traveling waves that emerge
from the center of the domain and propagate outward. As time progresses, the wave origin shifts,
and the waves move towards the domain center. In stable systems, diffusion leads to the
formation of Turing patterns, with regions of high and low [Br–] concentrations emerging from
the center and expanding outward, stabilizing at the domain's boundaries.

4. Conclusion

The results of this study reveal two distinct phenomena based on the system's stability: the
emergence of traveling waves in unstable conditions and the formation of Turing patterns in
stable conditions. These findings provide valuable insights into the complex dynamics of non-
linear chemical systems and highlight the role of diffusion in pattern formation. The ability to
model and simulate these behaviors enhances our understanding of the BZ reaction and its
potential applications in areas like chemical computing and smart materials.
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Abstract

Monitoring eating behavior is becoming increasingly important today in the fight to reduce 
morbidity and mortality from their leading cause - NCDs. Although insufficient chewing 
increases the risk of NCDs, 64 to 80% of people do not attach importance to this. As a person 
cannot continuously keep track of his chewing movements, we have developed a gadget, which 
allows to monitor the thoroughness of chewing food. Using artificial intelligence, we have 
learned to recognize signals related only to ingestion from the many recorded schedules of eating 
of different consistencies, head movements and jaw movements when speaking.

Key words: eating behavior, morbidity, NCD, quantity of chews, food volume, euglycemia, 
biomechatronic food intake monitoring system, artificial intelligence, chew signals.

1. Introduction

In studies on the relationship between chewing and NCD the status of chewing is associated
with NCD both directly and through obesity and metabolic syndrome. The aim of the work is to 
develop a device that helps to monitor the thorough chewing of food.

Recently it was found that:
adults with preserved chewing capacity have an increased likelihood of ideal behavioral

CVH [1];
an increase in the risk of CVD by 3.5 times with age is associated with a decrease in the

ability to chew with age [7];
increasing quantity of chews 2 times reduces food volume by 14.8%;
longer oral exposure promote satiety and maintain euglycemia;[2]
the size of the bite and the timing of sensory exposure might lead to greater satiety for the

same number of calories; [3,4].
Nevertheless, from 65 to 80% of people of different ages do not pay attention to the number

of chewing. [5]

2. Biomechatronic food intake monitoring system
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As a person cannot continually keep track of his chewing motions we have developed a
gadget - biomechatronic food intake monitoring system (BFIMS).(Fig.1) [6]

Another important property of the proposed BFIMS is the ability to determine the amount of
food taken. Using artificial intelligence, we have learned to recognize signals related only to
ingestion from the many recorded schedules of eating of different consistencies, head movements
and jaw movements when speaking. Thus, unlike traditional methods of determining the potential
volume of food, the gadget allows us to determine the volume of food actually taken more
precisely.

We obtained more than 1000 graphs of episodes of chewing food of different textures,
swallowing, head movements and talking. Processing these signals using neural network allows
us today to determine the amount of food taken with an accuracy of 86% through swallowing.
Our work on collecting a test sample for the neural network is still ongoing.

Fig. 1. The biomechatronic food intake monitoring system: 1 - earphone with the framework, 2 -upper
section of the, framework, 3 - lower section of the framework, 4 - elastic ring, 5 – speaker, 6 - liquid crystal
display, 7, 8 - buttons for setting the threshold value of the number of chews in a chewing cycle, 9 – switch,

10 - battery compartment, 11 - USB port.

References

[1] Rangé, H., Perier, M.-C., Boillot, A., Offredo, L., Lisan, Q., Guibout, C., Thomas, F.,
Danchin, N., Boutouyrie, P., Jouven, X., et al. Chewing capacity and ideal cardiovascular health

in adulthood: A cross-sectional analysis of a population-based cohort study, Clin. Nutr., 39,
1440–1446, 2019.
[2] Zhu Y, Hollis JH., J Acad. Increasing the number of chews before swallowing reduces meal

size in normal-weight, overweight, and obese adults, NutrDiet, 114(6), 926-931, 2014.
[3] Forde CG, van Kuijk N, Thaler T, de Graaf C, Martin N. Oral processing characteristics of

solid savoury meal components, and relationship with food composition, sensory attributes and

expected satiation, Appetite. 60(1), 208-219 2013.
[4] Forde CG, Leong C, Chia-Ming E, McCrickerd K. Fast or slow-foods? Describing natural

variations in oral processing characteristics across a wide range of Asian foods, Food Funct.,
8(2), 595-606, 2017.
[5] Magomedova, A., G., Singh, Ram, B., Horuichi, Rie, Regional Differences in

Chronobiological Behavioral Factors among School Children in the Russian Federation, World
Heart Journal, Nova Science Publishers, Inc. (United States), vol. 13, № 1, 269-272, 2021.
[6] Magomedov, M., Kh., (RU) Patent. A chewing motion tracking device (options) and an

earpiece. Russia, 2012. 000224_000128_2011111125_20120927_A_EN
[7] Aoyama, N. Fujii, T.; Kida, S.; Nozawa, I.; Taniguchi, K.; Fujiwara, M.; Iwane, T.; Tamaki,
K.; Minabe, M. Association of Periodontal Status, Number of Teeth, and Obesity: A Cross-

Sectional Study in Japan, J. Clin. Med. 10, 208, 2021.

360



361 

Mini-Symposia 4: Nonlinear Dynamics 

Organizers: 
Julijana Simonović (Faculty of Mechanical Engineering, University of Niš, Serbia) and
Nikola Nešić (Faculty of Technical Sciences, Kosovska Mitrovica)



10th International Congress of the Serbian Society of Mechanics 
Niš, Serbia, June 18-20, 2025 
M.4.1
Extended abstract
MOTION ANALYSIS OF A SINGLE-MASS VIBRO IMPACT SYSTEM

Ljubiša Garić1[0000-0002-4914-8968], Nikola Nešić2[0000-0001-6237-4735], Julijana Lekić3[0000-0003-1896-6797], 
Saša Jovanović4[0009-0006-9728-0695], Dejan Stošović5[0000-0002-0476-1566] 

1,2,3,4,5Faculty of Technical Sciences, University of Priština in Kosovska Mitrovica, Knjaza Miloša 
7, 38220 Kosovska Mitrovica, Serbia 
1e-mail: ljubisa.garic@pr.ac.rs 
2e-mail: nikola.nesic@pr.ac.rs 
3e-mail: julijana.lekic@pr.ac.rs 
4e-mail: sasa.m.jovanovic@pr.ac.rs 
5e-mail: dejan.stosovic@pr.ac.rs 

Abstract: 

Vibro-impact systems form the basis of many industrial machines. This paper presents an 
analysis of the horizontal rectilinear motion of a single-mass oscillator, examining three cases. In 
the first case, an oscillator without damping and without impact is studied. In the second 
case, an oscillator without damping but with an impact against a stopper is analyzed. In the 
third case, a vibro-impact oscillator with damping, an excitation force, and an impact against 
a stopper is investigated. Typically, periodic vibro-impact systems with equal time intervals 
between two consecutive impacts are used. Under these conditions, impacts occur during the 
system's forced motion, generating various effects that can be either detrimental or beneficial. 
Harmful effects need to be minimized, while beneficial effects should be enhanced to 
increase the process's productivity. This paper's analysis of the vibro-impact system aims to 
determine the range of existence for periodic vibro-impact regimes. 

Keywords: free vibration, forced vibration, vibro-impact oscillator, damping 

1. Introduction

Vibro impact problems are studied by many authors [1]-[3]. This paper's analysis of the
vibro-impact system aims to determine the range of existence for periodic vibro-impact regimes. 

2. Mathematical models
In the first case, the mathematical model of an oscillator without impact, shown in Figure

(1a), is examined. The system consists of a mass and a spring. The motion occurs under the 
influence of the spring force, with no damping force present, making it a system in which free 
undamped oscillations take place.  

In the second case, the mathematical model of an oscillator with impact, shown in Figure 
(1b), is examined. The system consists of a mass, a spring, and a stopper. The motion occurs 
under the influence of the spring force, with no damping forces present, making it a system in 
which free undamped oscillations take place. 

In the third case, the mathematical model of an oscillator with impact, shown in Figure (1c), 
is examined. This system consists of a mass, a spring, a damper, and a stopper, representing real-
world conditions. The motion occurs under the influence of an external excitation force, making it 
an oscillatory system with periodic motion, where forced damped oscillations take place. 
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Fig. 1. Mathematical models of an oscillator: a) without damping and without impact, b) without 
damping and with impact, c) with damping and impact. 

3. Results

The results for the first two cases are shown in Figure 2, with the graphs generated in
Mathcad 14. Free undamped oscillations in these two systems are possible in cases where there is 
no damping and when the collision of the mass with the stationary stopper is perfectly elastic, 
meaning that the coefficient of restitution upon impact is R = 1. In this case, the velocity of the 
mass before impact is equal to the velocity after impact, representing assumed ideal conditions.  

Fig. 2. Oscillator undamped free motion without impact (dashed line) and with impact (solid line) 

In the analysis of the vibro-impact processes of the oscillator in Figure (1c), the main result 
obtained from the system analysis is the determination (definition) of the conditions (ranges) for 
the existence of periodic vibro-impact regimes. Figure 3 shows the areas of existence for vibro-
impact regimes I, II, and III. The graphs were constructed using the mathematical software 
Wolfram Mathematica 7, when 0.7R = , and l=1,2,3. The figure shows that as the multiplicity l 
increases, the areas of existence for the vibro-impact regimes also increase. The diagrams in 
Figures 3a, 3b, and 3c allow the determination of the frequency interval for the realization of the 
vibro-impact process when the value of the distance   is known. 

Fig. 3. The areas of existence of vibro-impact regimes when: a) l=1, b) l=2, c) l=3. 

4. Conclusions

The results obtained in the analysis of the vibro impact system allow for stabilization of the
system's motion. The results obtained from these models can provide some ideas and directions 
for analyzing vibro-impact systems to increase their efficiency. 
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Abstract: The first part of the announcement presents a series of first scientific projects, master's 
theses done at the Faculty of Mechanical Engineering in Niš, using the asymptotic methods of 
nonlinear mechanics Krylov-Bogolubov-Mitropolski, as well as doctoral theses. This formed the 
Serbian School of Nonlinear Oscillations, which is continued by contemporary young researchers. 
The second part of the announcement presents nonlinear phenomena of nonlinear oscillations 
obtained using the asymptotic methods of nonlinear mechanics. It points out the phenomena of 
bifurcation and explains how the frequencies of coercive forces can be given the properties of 
bifurcation parameters.  

Key words: Serbian school of nonlinear oscillations, nonlinear phenomena, trigger of coupled 
singularities, bifurcation parameters. 

1. Introduction

The first part of the Report will discuss the founders of the Serbian School of Nonlinear
Oscillations. These are the first head of the Department of Mechanics at the Faculty of 
Mechanical Engineering in Niš, Professor Dr. Danilo P. Rašković, and his successful student 
Katica (Stevanović) Hedrich. The second part of the communication presents nonlinear 
phenomena of nonlinear oscillations obtained by applying asymptotic nonlinearities through 
research on successfully implemented projects over the past, more than half a century. The 
second part of the communication is formed as a dictionary of terms of the phenomena of 
nonlinear dynamics and methods for their study. 

For more than two decades, the head of the Department of Mechanics at the Faculty of 
Mechanical Engineering in Niš. The Serbian School of Nonlinear Oscillations was formed 
through nine project cycles of five years each, and the last project lasting ten years, whose leader 
was Professor Hedrich. Through research, in each project team, two to three magister's theses, or 
doctorates, have been defended. The last heads of this Department of Mechanics, in the direct line 
of mentorship, are, in turn, Professor Dr. Dragan Jovanović and Professor Dr. Julijana Simonović. 
The last doctoral student in this direct line, who defended his doctorate, is Nikola Nešić, under the 
mentorship of Dr. Julijana Simonović. 

The second part of the communication presents nonlinear phenomena of nonlinear 
oscillations obtained by applying asymptotic nonlinearities through research on successfully 
implemented projects over the past, more than half a century. It points out resonant jumps, 
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singularities, coupled singularity triggers, bifurcation phenomena and explains how the 
frequencies of coercive forces can be given the properties of bifurcation parameters and explain 
the phenomena of resonant jumps and energy transfer between nonlinear modes of a nonlinear 
oscillatory system with multiple degrees of freedom of motion. 

2. Main topics
1a

1

 1
2 132 −= s

B

C

D

A

E

1

 1
2 132 −= s2a

B

C

D

A

E

a b c 
Figure 1. a) and b) Frequency characteristic curves for the amplitude of the first time  harmonic a1 = f1(Ω1)   , for the 

amplitude of the second time  harmonic a2 = f2(Ω1)    , for the phase of the first time  harmonic φ1 = f3(Ω1)    and for the phase of the 
second time  harmonic φ2 = f4(Ω1)     of eigen time function modes in one amplitude mode on discrete  value of excited frequency  Ω2 
=132 [s-1] , with noted proper five stationary values on star points A, B, C, D and E.;  c)  A phase portrait of the dynamics of a 
generalized rolling pendulum, which rolls, without slipping, along a curvilinear path defined by a polinomial of the eighth degree  in 
the form , where  a, b and k, are known constants (k=1; a=1,8; b=2,3; c=1; (g/κ)≈10; r=1; 

Ω=1) , in a rotate vertical plane around the vertical axis at a constant angular velocity  , and in Earth’s field of gravity, in phase 
coordinates   x, ( )xP . 

3. Conclusions

Communication is formed as a dictionary of terms of the phenomena of nonlinear 
dynamics and methods for their study. A preface of terms, definitions and graphics is given that 
are useful for every researcher. The figures show the amplitude and phase-frequency 
characteristics of nonlinear dynamics, as well as phase portraits of rolling bodies. 
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Abstract : 

In this contribution, the finite-time stability analysis (FTS) for a class of nonlinear
two=term fractional-order multi-state time delay systems (FOTDS) is studied. Based 
on a new Gronwall-Bellman  inequality, a new FTS stability criterion for such systems 
are established in term of the Mittag-Leffler function. Finally, we provide numerical 
example to illustrate the applicability of the proposed stability conditions. 

Key words: finite-time stability, fractional order, nonlinear, multi-state, time delay 

1. Introduction

Time delay often appears in many real-world engineering systems and it may lead 
to bifurcation, chaos and even instability, [1]. Stability and control design of time-delay systems 
are widely studied due to the effect of delay phenomena on system dynamics, which often 
leads to poor performance or even instability. While the concept of Lyapunov stability, 
recognized as infinite time behavior, has been well investigated and developed, here, we 
consider system stability in the non-Lyapunov sense- finite-time stability (FTS) because the 
system restrains its trajectory to a predefined time-varying domain over a finite time interval 
for a bounded initial condition, [2]. As an important role in the study of the transient behavior of 
control systems, FTS may help achieve better anti-interference and robustness over a time 
interval as well as improve the control precision, [3]. Also, it is observed that the stability of 
time delay systems may be destroyed by its uncertainties and nonlinear perturbations, so it is 
necessary to study the FTS analysis of time delay systems with uncertain parameters and 
nonlinear perturbation, [4]. 

Additionally, fractional-order dynamical systems have garnered significant attention 
from researchers and engineers in recent years [5], particularly concerning various types of 
stability. Fractional-order time-delay systems (FOTDS) refer to dynamical systems that 
include both fractional-order derivatives and time delays. Consequently, the stability analysis 
of FOTDS has emerged as a challenging issue [6-7].  Here, we are interested in FTS where 
FTS analysis of FOTDS of retarded type is initially investigated and presented in [7-9] 
using generalized 
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Gronwall inequality (GGI).Namely, Gronwall-type inequalities, also known as Gronwall–
Bellman inequalities, are essential tools for analysis of the behavior of solution of differential 
equations with integer/fractional order and serve to check the boundedness property of the 
considered system. Recently, authors [10] introduced and applied a new Gronwall-Bellman 
inequality for a particular class of fractional order system. 

In this article, inspired by the above discussions,at first time, we will analyze the FTS 
problem of a given class of nonlinear two-term  fractional order multi-state time delay systems 
where  novel  delay  independent  condition  for  the  FTS  of  the  considered system has been 
presented. 

2. Preliminaries and problem statement

2.1 Preliminaries

      This section is devoted to presenting some basic notations and essential definitions and 
concepts of   Riemann-Liouville fractional integral, Caputo fractional derivative.  Throughout this 
paper, the norm ( )  denotes any vector norm, i.e. ( ) 1 ,  ( ) 2 , or ( ) ,


  or  the corresponding 

matrix norm induced by the equivalent vector norm, i.e. 1 ,−  2 ,−  or − norm, respectively. 

Definition 2.1: [11] The left Caputo fractional derivative  of order  , ( 1n n +−    )  of the 
function ( )h t  is:

( )
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Definition 2.2   [12] The  Mittag-Leffler function with one parameter is given as: 
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Lemma 2.2   Let  0, 1n n    −    and ( )  ,nh t AC a b .  Then 
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Remark 1.   Assume that 1 2    , then we get: 
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Lemma 2.3 (Theorem 2.1, [10])   Let 0 < 𝛼 < 1 and consider the time interval  )0,I T= , where
T  . Suppose a(t) is a nonnegative function, which is locally integrable on I and b(t) and g(t) 
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are nonnegative, nondecreasing continuous functions defined on I, with both bounded by a 
positive constant, M. If  ( )z t  is nonnegative, and locally integrable on I and satisfies

( ) ( ) ( ) ( ) ( ) ( ) ( )
1

0 0
,

t t

z t a t b t z s ds g t t s z s ds
−

 + + −  (2.6) 

Then 

( ) ( ) ( ) ( )
( )

( )
( ) ( )  ( )

1

1 0 0
.

i tn
i i nn i i

n i

n
z t a t b t g t t s a s ds

i i n i






− + −−

= =

    
 + − 

 + − 
     (2.7) 

Corollary 2.3.  [10]) Suppose the conditions in Lemma 2.5 (Theorem 2.1) are satisfied and a(t) is 
nondecreasing on  0 t T  . Then 

( ) ( )( ) ( )
1( ) ( ) expz t a t E g t t b t t


 

    
 

          (2.8) 

2.2 Problem statement 

We will consider the nonlinear fractional-order two-term 0 1 2, 1       = −  multi-state 
delay system given by the following equation: 

( ) ( ) ( ) ( ) ( ) ( ) ( )( )0 0
1

D D g , ,
n

c c
t i i t g

i

t A t A t A t B t t x t x t


 
=

= + − + + + −x x x x u (2.9) 

with the associated continuous function of the initial state as well as the initial value of the first 
derivative of ( )x t : 

( ) ( )   ( ) 0, ,0 , 0 ,xt t t x x =  −x ψ = (2.10)

where , , i 1,2,..., ,g i n  = are the time state delays, ( )1 2max , ,..., , , 0m n g i     =  and without

losing generality it is assumed that m g  = = ; ( ) nx t R is the state vector and ( ) mu t  is the 
control input; 0 , , , 1,2,...,iA A A i n = , and 0B are constant matrices with appropriate dimensions;

( )  ( ),0 , n
x t C R −ψ is the initial function of ( )x t with the norm ( )0supx s xC

s −  = . 

Here, the following assumption for the nonlinear term ( ).g  is introduced. The nonlinear 

term ( ) ( )( )g , , gt x t x t −  satisfies the condition, i.e. there is a continuous function ( )M t on  0,+

such that ( ) ( )( ) ( ) ( ) ( )( )g , , g gt x t x t M t x t x t −  + − . Behavior of system (2.9) with given

initial function (2.10) is observed over time interval  0 0, ,J t t T R= +   where T may be either a
real positive number or symbol .  The norm ( )x t


will be used here as well: 

 0,sup , 0,1,2,..., ,i it T A a i n  = = ,   ( )( )0,supt T M t m = and   ( )0 00,supt T B b = , 

  ( )0,supt T A a  = .

Definition 2.3 [7,13]: The nonlinear fractional-order two-term 0 1 2, 1       = −  delay 
system with state time delays given by nonhomogeneous state equation (2.9) satisfying initial 
conditions (2.10) is finite-time stable w.r.t. ( ) 0, , , , , ,ut J    0 ,   if and only if:

( )  ( ), , .ut t t J        u x (2.11)
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where  0max ,
C

x  = and u  is positive constant.

Definition 2.4 [7,13]: The nonlinear fractional-order two-term 0 1 2, 1       = −   delay 
system with sate delays given by homogeneous state equation (2.9)  ( ) 0,u t    satisfying initial 

conditions (2.10) is finite-time stable w.r.t. ( ) 0, , , , ,t J    0 ,    if and only if: 

( ) , .t t J      x (2.12) 

where  0max ,
C

x  = .

3. Main Results

3.1 FTS analysis of nonlinear fractional order multi-state   time delay system 

Theorem 3.1: The nonlinear two-term fractional order multi-state  time delay system (2.9) 
satisfying initial conditions (2.10) is finite-time stable w.r.t. ( ) 0 0, , , , , , ,ut J      ,   if the

following condition holds: 

( )( ) ( )
( )

11 1 /
1

o ub t
a t E a t exp a t




   

  + + +         + 
        (3.1) 

where /u u   = and 0
1

2
n

i
i

a a m a
=

 
= + + 
 
 

  .

Proof: The fractional order satisfies 0 1 2, 1       = −  and if an integral of fractional 
order 0 0, 0tI t =  is applied on both sides,  one has 

( ) ( )( ) ( ) ( ) ( ) ( ) ( )( )0 0 0 0
1

D D g , ,
n

c c
t t t t i i g

i

I t A t I A t A t B t t x t x t
  

  
=

 
− = + − + + − 

 
 

x x x x u (3.2) 

Following properties of the fractional derivatives 0 1 2, 1       = − and taking into 
account Lemmas 2.1,2.2  solution  can be obtained in the form of the equivalent Volterra integral 
equation: 

( ) ( ) ( ) ( )
( ) ( )

( ) ( )

( )
( ) ( ) ( ) ( ) ( ) ( )( )

1

0

1
0 0

10

10 0 0
1

1 g s, , .

t

x x

t n

i i g
i

A t
x t tx t s A x s ds

t s A s A s B s x s x s ds

 
  





 
   

 


−
− −

−

=


= + − + − +

 − +  −

 
+ − + − + + − 

   



 x x u

(3.3) 

or taking into account 1 = − , 

( ) ( ) ( ) ( )
( ) ( )

( )

( )
( ) ( ) ( ) ( ) ( ) ( )( )

0

1
0 0

10

10 0 0
2 1

1 g s, , .

t

x x

t n

i i g
i

A t
x t tx A x s ds

t s A s A s B s x s x s ds






 

 


−

=


= + − + +

 

 
+ − + − + + − 

   



 x x u

(3.4) 
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By employing  the norm ( ) on both sides of the previous expression, one gets 

( ) ( ) ( ) ( )
( )

( )
0

0 0 0
2

t

x x

t
x t t x A A x s ds   + + + +

  (3.5)

( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )1

0 0
10

1 s, , .
t n

i i g
i

t s A s s A s s B s g x s x s ds


 


−

=

 
+ − + − + + − 

   
 x x u  

Consequently, we have 

( )
( )

( )

( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )

0
0

1
0 0

10

1
2

1 s, , .

t

x C

t n

i i g
i

a t
x t x t a x s ds

t s A s s A s s B s + g x s x s ds








 


−

=

 
 + + + + 

  

 
+ − + − + − 

   



 x x u

(3.6)

Previous expression (3.6) based on assumption on g(.) can be rewritten as 

( )
( )

( )

( )
( ) ( ) ( ) ( ) ( ) ( )( )

0
0

1
0 0

10

1
2

1 ,

t

x C

t n

i i
i

a t
x t x t a x s ds

t s a x s a x s b u s m x s x s ds








 


−

=

 
 + + + + 

  

 
+ − + − + + + − 
   





(3.7) 

or taking into account 0 0ma a m= + (3.5) and introducing nondecreasing function  

( )
( ) 01
2x C

a t
t x t


 

 
= + + 

  

, it yields

( ) ( ) ( )

( )
( ) ( ) ( ) ( )

( )

0

1 0
0

10

1
1

t

t n
u

m i i
i

x t t a x s ds

b t
t s a s a x s m x s ds









 

 

−

=

 + +

 
+ − + − +  − + 
  +  



 x

.    (3.8) 

Also, the next nondecreasing function is introduced ( )
 

( )  
,

sup , 0,
t

y t x t T
 


 −

=   , where for 

 0, ,t t  the following conditions satisfy ( )
 

( )  ( ) ( ) ( )
*

* * * * *

,
sup , i

t t t

x t t y t x t y t




 −

  − x .

Applying the previous inequalities, the expression (3.8) takes the following form: 

( ) ( ) ( )
( )

( ) ( )
( )

1 0

0 0 1

t t
ub ta

x t t a y s ds t s y s ds









 

− + + − +
  +  ,                     (3.9)   

where ( )0
1

n

i m
i

a a m a
=

 
= + + 
 
 
 . Taking into account   0,t     and *s s s − → → one obtains 

( ) ( ) ( )
( )

( )
( )

1 0

0 0 1
ub ta

t t a y s ds s y s ds

  




  

 

−
     + − + − +

  + x ,         (3.10) 
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or 

( ) ( ) ( )
( )

( )
( )

1 0

0 0
.

1

t t
ub ta

t t a y s ds t s y s ds









 

− + + − +
  + x     (3.11) 

Moreover, based on the property of the function ( )y t , we conclude that:

( )
 

( )
 

( )
 

( )

( ) ( )
( )

( )
( )

( ) ( )
( )

( )
( )

, ,0 0,

1 0

0 0

1 0

0 0

sup max sup , sup ,

max , ,
1

.
1

t t

t t
u

x C

t t
u

y t x x x

b ta
t a y s ds t s y s ds

b ta
t a y s ds t s y s ds

    











  


 

 




 

 −  − 

−

−

  
=   

  

 
 

 + + − + 
  +  

= + + − +
  +

 

 

(3.12) 

Now, if we take   0max ,
C

x  = we  can obtain

( ) ( )
( )

( )
( )

( )
( )

( ) ( )
( )

( )
( )

1 0

0 0

1 0

0 0

1
2 1

.
1

t t
u

t t
u

a t b ta
x t y t t a y s ds t s y s ds

b ta
t a y s ds t s y s ds


 











 




 

−

−

  
  + + + + − +  

   +    

 + + − +
  +

 

 

(3.13)

Observing that ( )t  is a nondecreasing function on  0 0,J T=  and applying Corollary 2.3 we get 

( )
( )

( )
( )

011 exp
2 1

ua t b t
x t ρ t E a t a t


 

  

    
 + + +         +    

.  (3.14)

Finally, using the basic condition of Theorem 3.1, and ,  we can obtain the required FTS

condition: ( ) , .t t J  x    

Corollary 3.3 The nonlinear fractional order time-delay system (2.9), 0A  is finite-time stable

w.r.t.  ( ) 0, , , , , ,ut J    0 ,   if it satisfies the following condition:

( )
( )

*
01 /

1
ub t

t E a t




 


 +  +       +

. (3.15) 

Corollary 3.4 The homogeneous system nonlinear fractional order time-delay system (2.9), 
( )0, 0A u t   is finite-time stable w.r.t.  ( ) 0, , , , ,t J   0 ,   if it satisfies the following 

condition: 

( )1 /t E a t  +      .  (3.16) 

4. Numerical example

Let us consider the following nonlinear fractional-order multi-state system 
0 1 2, 1       = −  with constant time delays, where are 1 2  = = : 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )0 1 1 2 2 0D D + g , ,c c
t tt A t A t A x t A x t B u t t x t x t


   − = + − − + + −x x x

( ) ( ) ( ), 0, 0xx t t x t t = = −  

(4.1) 
and 

0 1
0.8 0 0.1 0

,
0 0.5 0 0.3

A A
−   

= =   
−   

    2 0
0.1 0 0.3 0.2 0

, , B
0 0.1 0.4 0.1 1

A A
−     

= = =     
     

(4.2) 

with the associated continuous function of initial state: ( )    0.0, 0.02 , ,0T
x t t =  −ψ and  

( ) ( )( ) ( ) ( ) ( ) ( )( )1 2 2 1, , T
g t x t x t x t x t x t x t−  = − −  − −  , 0.1 = , 1.2, 0.2 = = . For control ( ) sinu t t= , 

it follows that 1u = .  It is easily checked that assumption is satisfied for 1M = . Also, one can 
get 0 10.8, 0.3A A= = , 2 00.1, 0.5, 1.A A B= = = , 0.021 = and 1 = .  Based on FTS

criterion (3.1), in Theorem 3.1, one can calculate that the estimated time of FTS of the system 
(4.2) is 0.745eT s . 

5. Conclusion remarks

In this contribution, the FTS of (non)homogeneous nonlinear fractional order
0 1 2, 1       = − with multi-state state delays is studied. By use of a new Gronwall-
Bellman inequality,  new FTS criteria are obtained where sufficient conditions are derived for the 
FTS of considered FOTDS. Finally, the simulation example shows the validation of the proposed 
novel stability criterion of FTS.
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Elliptical, Circular orbits and applications
Miodrag Mateljević1 [0000-0002-9226-0023]

1Faculty of Mathematics, University of Belgrade, Studentski Trg 16, Belgrade, Republic of Serbia, 
email: miodrag@matf.bg.ac.rs

Abstract. In this paper, among other things, we consider the application of Newton’s law of gravity 
to Kepler’s laws, how the earth really moves in the Earth-Moon system and visualization of the 
Earth-Moon system and tides (the rise and fall of water bodies on Earth). In particular, we consider 
centripetal force as real force and centrifugal ”force” as pseudo-force.
Keywords: Centrifugal ”force”, Two bodies, Earth-Moon system, Tides .

1. Introduction - instructions

Let s consider circular otion f an bject along he circumference f a circle f radius B. 
Suppose hat t s niform, with a constant rate f rotation and constant angential peed, 
constant angular elocity . Then he acceleration A = iωiωReiωt = −ω2Reiωt , B = 2R and B = 
mω2R = mv2/R.

Let s consider circular otion f an bject along he circumference f a circle f radius B. 
Suppose hat t s niform, with a constant rate f rotation and constant angential peed, 
constant angular elocity . The path f otion can be written as r = Beiωt 

Hence velocity v = iωReiωt , v = ωR and acceleration a = iωiωReiωt =−ω2Reiωt , a = ω2R.
Since ω = v/R we have a = v2/R and F = mv2/R.
Centrifugal force is a fictitious force in Newtonian mechanics (also called an inertial or pseudo

force) that appears to act on all objects when viewed in a rotating frame of reference. It appears to
be directed radially away from the axis of rotation of the frame. The magnitude of the centrifugal
force F on an object of mass m at the distance r from the axis of a rotating frame of reference with
angular velocity ω is: F = mω

2r.
This fictitious force is often applied to rotating devices, such as centrifuges, centrifugal pumps,

centrifugal governors, and centrifugal clutches, and in centrifugal railways, planetary orbits and
banked curves, when they are analyzed in a non-inertial reference frame such as a rotating coordinate
system.

1.1 Bucket rotating

We show that the surface of water in a bucket rotating with constant angular velocity will have
parabolic shape.

The centrifugal force is Fc f = mω2r and the gravitational force is Fgrav = −mg. The water
surface is orthogonal to the direction of the resultant force

F = Fc f +Fgrav.

Thus the slope of the water surface is
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tgθ = dz(r)/dr =
|Fc f |
|Fgrav|

=
mω2r

mg
.

From this we get by integration z− z0 =
ω2r2

2g .
We can also use F cosθ = gdm and F sinθ = dmrω2.
Thus we get indeed a parabolic surface in the rotating water in the bucket.

1.2 Projectile moving in horizontal direction

Let the projectile be launched with an initial velocity v in horizontal direction from a point O which
is on distance d from the earth and let OC intersect surface of the earth at O′, where C is center of
the earth. Let vector OO′ points in positive direction of y-axis.

For the projectile motion we have x = vt and y = gt2/2. Therefore trajectory is given by y =

f (x) = g x2

2v2 . Hence f ′ = gx/v2, f ′′ = g/v2 and the curvature of trajectory is

κ =
gv4

(v4 +g2x2)3/2 . (1)

In particular, κ(0) = g/v2 and κ(0)≤ 1/r if and only, if rg ≤ v2 = r2ω2.
Let K circle with center M on OO′ of radius R which contains point O such that 2R < d.
Demonstrating Why Water Stays in a Bucket Revolving in a vertical circle K.
Water stays in a bucket revolving in a vertical circle K if gr ≤ v2 = r2ω2.
Duel Newton - Mach.

1.3 Earth-Moon system

In addition we consider the application of Newton’s law of gravity to Kepler’s laws and solution of
two body problems, to describe how the earth really moves in the Earth-Moon system and visualiza-
tion of the Earth-Moon system and tides (the rise and fall of water bodies on Earth). For a Textbook
of General Astronomy see [2] and for an introduction to tides [1].

2. Concluding remarks

Although most of the discussion refers to classical physical theories, we believe that it is novel that
within the framework of certain models we try to precisely apply mathematical theory and clarify
the derivations. In particular vwe use theory related to conservative system with one degree of
freedom.
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NONLINEAR VIBRATION OF A PLATFORM SYSTEM WITH NON-IDEAL 
MOTOR
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2University of Niš, Faculty of Mechanical Engineering, e-mail:
julijana.simonovic@masfak.ni.ac.rs
3,5Federal University of Technology - Paraná/Brazil (UTFPR) Brazil, e-mail:
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Abstract. This paper analyzes a nonlinear system influenced by non-ideal excitation through a dual
perspective: its nonlinearity and the presence of non-ideal excitation. The investigation is carried
out using numerical methods, specifically the Incremental Harmonic Balance (IHB) method and the
Runge-Kutta method. The study examines the nonlinear dynamic behavior of a structure supporting
an unbalanced rotating machine with a limited power supply while emphasising the interaction be-
tween the motor and the structure—an aspect often overlooked in conventional design approaches.
The research explores the Sommerfeld effect and nonlinear phenomena such as amplitude jumps,
multi-mode interactions, and the stability of solutions. Findings demonstrate that increasing the
magnitude of external excitation significantly impacts the system’s dynamics, leading to greater in-
stability at lower frequencies before the resonant peak. Furthermore, variations in the parameters of
the rotational system result in multiple amplitude peaks and regions of instability. These findings
underscore the necessity of incorporating motor-structure interaction into engineering design, rec-
ognizing that real motors act as non-ideal energy sources. The outcomes contribute to advancements
in design and control strategies, paving the way for innovative vibration suppression techniques and
enhancing the stability and performance of engineering systems.

Keywords: Non-ideal excitation, Incremental harmonic balance method (IHB), Nonlinear Systems,
Sommerfeld effect.

1. Introduction

Sources of non-ideal vibrations can be different [1, 2].This paper investigates the vibration of the
platform structure subjected to excitation of non-ideal motor. Equation of motion describing con-
sidered system is given by:

ẍ+2ζ ẋ+ω
2
0 x+ γx3 = f0 cos(Ωt −D0 cos(d0Ωt)) , (1)

where parameters D0 and d0 are defined by the active interaction between the vibrating system
and the excitation source, ζ is the damping coefficient, ω0 is the linear stiffness coefficient and γ
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nonlinear parameter. Equation (1) is solved using Runge-Kutta (Figure 1(a)) and IHB (Figure 1(b))
methods [3].

2. Results

3d surfaces (Figure 1(a)) are numerically calculated using the Runge-Kutta Dormand–Prince method
with C++ and CUDA to parallelism. The approximative solutions obtained with the IHB method
(Figure 1(b)) contain four harmonics. Stability of solutions is investigated with Floquet theory [4].

(a) Influence of d0 (b) Floquet stability for d0 = 1

Figure 1: Amplitude frequency response (γ = 1300,D0 = 3.2, f0 = 0.01,ζ = 0.05,ω0 = 0.9487)

3. Conclusion

Mentioned methods allow one to get additional frequency responce curves that include variation of
another relevant parameters not presented here, and stability of the solution. That way systems with
non-ideal excitation can be analyzed, and in case of synthesis optimal parameters can be selected.
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Abstract: 

Linear approximations can be employed to effectively model various systems providing a 
simplified and interpretable representation of their behavior within a specific input range. 
Nevertheless, linear models possess inherent limitations as their validity is restricted to specific 
input conditions. As a result, there has been an increasing tendency towards nonlinear modeling 
in numerous application domains, as the consideration of such models frequently yields superior 
outcomes. 

In this work the nonlinear modeling is proposed for dynamic structure with a local geometric 
nonlinearity. The structure under consideration is a clamped-clamped flexible beam consisting of 
two parts with different thicknesses, where the thickness of one of the parts is considerably 
smaller in comparison with the other part. The lengths of the two parts are also different, so from 
the geometric point of view the physical model is not symmetric. Under assumption of the 
existence of a linear underlying model, the nonlinear model is developed by augmentation of the 
underlying state-space linear model by nonlinear polynomial terms. The identification task is 
therefore twofold: i) extraction of the underlying linear state-space model by best linear 
approximation using the subspace state-space model identification from the input-output 
measurement data and ii) estimation of the nonlinear polynomial coefficients and order for the 
best nonlinear approximation. For the structure under consideration the excitation inputs are 
multi-sine force signals exerted by the vibration exciter – shaker, whereas the output represents 
corresponding signals from the accelerometers placed along the beam and its derivatives. The 
underlying linear model was identified by optimizing the amplitude frequency response in the 
frequency range of interest. For optimization of the nonlinear polynomial coefficients the 
Levenberg-Marquardt algorithm was implemented. Comparison of the model outputs from the 
best linear approximation model and the nonlinear model shows better performance of the 
nonlinear model and justifies thus the necessity of consideration of nonlinearities and their 
modeling. 

Key words: nonlinear polynomial model, state-space, identification 

1. Nonlinear structure modelling background

For the structure under investigation shown in Figure 1, the clamped-clamped beam
consisting of two parts connected by screws, the model identification task consists of the 
estimation of a best linear approximation (BLA) state-space model and its subsequent 
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augmentation by the nonlinear polynomial terms in order to capture the nonlinear dynamics of the 
structure. 

Fig. 1. Experimental setup with the locally nonlinear clamped-clamped beam and transducers for the 
data acquisition 

The overall model of the structure is represented by a polynomial nonlinear state-space model in 
discrete time in the following the form: 

( ) ( ) ( ) ( ) ( )( ) ( ) ( )k 1 k k k , k , k k+ = + + =x Ax Bu E x u y Cx (1) 

with the state vector x, input u, output y and the state, input and output matrices A, B, C 
respectively. The coefficients of the polynomial term E are identified based on the measured 
input-output data from the experiment. 

2. Results

Applying described procedure, the nonlinear model based on the BLA and estimation of the
polynomial nonlinear model part has been identified. The advantage of the nonlinear model over 
the linear one has been demonstrated exemplarily by comparison of the model outputs from the 
BLA and the nonlinear model as shown by Table 1 and Fig. 2. 

Std. Nonlinear degree RMS value for the
linear model 

RMS value for the 
nonlinear model 

0.65 2 2.9444 0.2350 
0.65 2-3 2.9444 1.3544 

Table 1. Comparison of the RMS error values for an exemplary random excitation signal with a 
standard deviation of 0.65 and different degrees of the nonlinear polynomial model extension 

Fig. 2. Illustration of the superiority of the nonlinear vs. linear model by comparison of the model 
output errors with respect to the experimentally measured system response to a random excitation 

379 



10th International Congress of the Serbian Society of Mechanics
Niš, Serbia, June 18-20, 2025
M.4.7
Extended abstract

NONLINEAR PUSHOVER ANALYSIS: ASSESSMENT OF A MOMENT-
RESISTING STEEL FRAME
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3University Af Aiš, Aaculty Af Aivil Anginering and Architecture, Aerbia, e-mail:
marina.trajkovic@gaf.ni.ac.rs
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Abstract. The paper analyzes the response of a characteristic moment-resisting steel frame 
structure using the pushover method and investigates the effect of varying column cross-sectional 
dimensions on its seismic performance. The calculation is based on constructing the force-
displacement rela-tionship and determining the target displacement, which represents the 
maximum displacement at the top of the structure during an earthquake. The analysis involves 
simulating the behavior of a nonlinear mathematical model subjected to monotonically 
increasing horizontal forces and gravi-tational loads until the target displacement is reached. The 
system response at target displacement is compared with regulatory values to assess safety. 
Multiple frame models were analyzed to de-termine the maximum acceleration level at which the 
structure still meets regulatory requirements. The results indicate that a structure designed for a 
lower acceleration level can withstand stronger seismic forces, with some damage, and an 
adequate design approach can significantly influence the behavior of steel frame structures under 
earthquake action.

Keywords: Nonlinear analyses, nonlinear deformations, pushover analysis, plastic hinges, 
moment-resistant steel frame, ground accelerations.

1. Introduction

In seismically active regions, ensuring the seismic resilience of buildings is a key challenge for en-
gineers. One simpler nonlinear method for evaluating structural response to seismic action is static 
pushover analysis, which identifies critical locations where significant nonlinear deformations 
are expected and provides insight into overall structural behavior. The pushover analysis in 
Eurocode 8, based on the N2 method [1, 2], requires analyzing uniform and modal lateral force 
distributions to account for load redistribution during plastic deformations. Given the methodology 
for calculating the target displacement, which is essentially the mean value of possible 
displacements with poten-tial result scattering, the regulations require that the capacity curve, 
which is the main output of the pushover analysis, must cover displacement values from zero to 
150% of the target displacement. A three-bay moment-resisting steel frame structure, with a span 
of 6 meters and a story height of 3 meters, comprising five stories, was a nalyzed. The analysis 
was conducted using a  Type 1  elastic
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spectrum, with an initial acceleration value of 0.1g, increasing in 0.1g increments until the structure
no longer met regulatory requirements. It was determined that the structure did not meet the hori-
zontal acceleration requirement of 0.4g. Subsequently, modifications were analyzed to improve the
seismic performance of the structure.

A total of 8 models were analyzed, and the key results are presented in Figure (1). Each marked
point represents the force and displacement at plastic hinge formation. The vertical dashed lines
indicate the target displacements per regulations, where the first line in the corresponding color
represents the target displacement value, and the second one represents 150% of the target dis-
placement. The initial model was tested to find the acceleration at which the structure fails to meet
requirements. Corrections were made, and the final model meets the 0.4g acceleration limit.
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Figure 1: Pushover curves result: (a) Initial model, (b) Final model

2. Conclusion

In this study, the behavior of a steel frame structure under seismic loads was examined using non-
linear static analysis. By analyzing the formation of plastic hinges, the structure’s resistance to
different levels of ground acceleration and the impact of dimensional adjustments to structural el-
ements on its seismic response were assessed. The results show that a structure designed for a
maximum horizontal ground acceleration of 0.1g can withstand up to 0.2g, although with a certain
degree of damage. A careful selection of column cross-sections increases the maximum shear force
the structure can withstand. Larger profiles on lower floors enable a more favorable stiffness distri-
bution and improve seismic response. However, excessive increases in cross-section sizes can raise
material costs and reduce energy dissipation efficiency during earthquakes.
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Abstract: 

Coupled nano-shell systems play a crucial role in various medical and nanotechnological 
applications due to their unique mechanical properties and shape versatility. These systems have 
the property of surface curvature that can adapt to different locations. The radius of curvature in 
such systems plays a key role in the amplitudes of oscillations, with all other parameters of the 
coupled system and periodic excitation being the same. This study examines the forced vibration 
behaviour of an orthotropic nano-system (Fig. 1), modelled as two elastically connected, doubly 
curved shallow nano-shells. The nano-shells are simply supported and connected by an elastic 
layer, which is approximated by the Winkler model of discretely distributed springs of linear 
stiffness k, acting on the surface of the nano-shells. 

We notify the displacements of nano-shells ui(x,y,t) in direction x, vi(x,y,t) in direction y, and 
transversal displacement of nano-shell in direction z is wi(x,y,t), i=1,2, (where 1 denotes the nano-
shell 1 and 2 the nano-shell 2) 

Fig. 1. The double graphene nano-system is  Fig. 2. Effect of the radii of curvatures on the 
 composed of two nano-shells and coupled  transverse displacement of nano-system  
 by Winkler-type elastic layer     (a) Nano-shell 1; (b) Nano-shell 2

Utilizing the Eringen constitutive elastic relation [1-3] and Novozhilov linear shallow shell 
theory [4], we derive a system of six coupled nonhomogeneous partial differential equations 
(PDEs) describing the forced transverse vibrations of the system. The forced vibration analysis is 
conducted using modal analysis [5].  
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of an elastically coupled system of two doubly curved shallow nano-shells 

The coupled nonhomogeneous ordinary differential equations ODEs for the time modes of 
the transverse vibrations, which describe the forced vibrations of the damped nano-system can be 
presented in the concise matrix form 

( ) {F}{S}}S{}S{ =+++ KMKM   ,                   (1) 

where {S} contains time functions for all displacements ui, vi and wi (i=1,2), M and K are mass 
and stiffness matrices which contains mass, extensional and bending stiffness, respectively.   

Damping is implemented using the assumption of Rayleigh-type proportional damping, 
defined by the coefficients α and β, i.e. Specifically, the damping matrix is a linear combination 
of the mass matrix βM and the stiffness matrix αK, Kelly [5]. 

We analyse the effects of the one-sided and double-sided curved nano-shells on the transverse 
displacement for the first three modes in detail. Also, when the parameters of curvatures of nano-
shell 1 tends to infinity, the system is reduces to nano-system of an elastically connected nano-
plate and a doubly curved shallow nano-shell [6], Fig. 2. 

Also, we analyse the effects of several parameters, namely, the nonlocal parameter, coupling 
strength (stiffness k), external excitation, damping proportional coefficients, and the radius of 
curvature of the nano shells of nano-system in detail. The study reveals how the amplitude of the 
excited upper nano-element behaves with increasing nonlocal parameter and decreasing radii of 
curvature of the lower nano-shell, Fig. 2. Additionally, the damping proportional coefficients and 
external excitation significantly influence the transverse displacements of both nano-elements.
Specifically, an increase in damping proportional coefficients reduces the transverse 
displacements, while an increase in external excitation to the upper nano-element increases them.  

This study provides numerical data relating the vibration characteristics of the nano-system to 
its geometric and material properties. The proposed mathematical model of the nano-systems can 
be applied in the development of new nano-sensors, which respond to transverse vibrations based 
on the geometry of the nano-shell elements. 

Key words: coupled nano-shells, doubly curved shell, forced vibrations, linear stiffness coupling, 
nonlocal parameter. 
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Abstract. In this paper, we analyzed the convergence of an analytical-numerical algorithm (pre-
sented in detail in a previous paper by the authors [1]) used to solve the inverse kinematics of a Niryo 
One robot. The testing procedure involves selecting certain parameters related to the analytical-
numerical algorithm and the test itself. Afterward, a set of evenly spaced points in a reduced joint 
space of the robot was selected so that we could determine the forward kinematics of those known 
points. As a result, we had a set of possible robot configurations a gainst w hich w e t ested whether 
the analytical-numerical algorithm converges. The convergence was then determined as the ratio 
of times the analytical-numerical algorithm converged to the total number of trials in the given test 
procedure. Among the selected parameters is an offset used to reduce the actuation range of each 
joint during the test, which may cause a significant nonlinear change i n t he r esults, hence why we 
performed the test multiple times while varying this parameter and presented the results in the form 
of a graph.

Keywords: Inverse Kinematics, Analytical-Numerical Algorithm, Algorithm Convergence, Niryo 
One.

1. Introduction

The inverse kinematics (IK) problem of an open chain manipulator is a fundamental problem in 
robot mechanics. It consists of determining the joint angles needed to achieve a specific target con-
figuration of a r obot. The inverse of this problem, determining the configuration that can be achieved 
with a particular set of joint angles, is known as the forward kinematics (FK) problem, which has 
well-established and reliable methods to solve it. Of particular interest are 6R manipulators, that 
is, manipulators comprised of six revolute joints. The number of solutions to the IK commonly has 
more than one real solution for a particular configuration. Primrose [2] proved that an upper bound 
to the number of real solutions for manipulators with seven revolute joints is 16, which was used by 
Lee et al. [3] to determine that 6R has the same number of real solutions. Note that this does not 
consider that some joints on a 6R robot may have a limited range of actuation, which is often the 
practice case.

The theoretical formulation commonly used for the analysis of robot mechanics is known as 
screw theory, based on the Mozzi-Chasles theorem [4]. This formulation views all rigid-body mo-
tions comprised of a rotation around and a translation along a screw axis. Based on this, there
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exist two common approaches to solving the IK: analytical closed form solutions and numerical
approximate solutions. Of interest to us are the Paden-Kahan (PK) Subproblems [5, 6, 7]–used for
determining an analytical solution to a specific subset of robots based on their geometry and the
Newton-Raphson (NR) method [8]–used for nonlinear root-finding; the numerical method used for
finding approximate solutions.

In this paper, we will analyze the convergence of an analytical-numerical algorithm (ANA) used
to solve the IK of a Niryo One robot manufactured by Niryo Robotics, which was proposed in [1].
The algorithm can find up to eight real solutions, but the effectiveness of the algorithm was not
tested in the said paper; instead, only a demonstrative experiment was performed on a real Niryo
One robot. Here, our goal is to numerically determine the probability of the proposed algorithm
converging to a real solution, such that it is within the robot’s range of actuation. Using custom-
written Python code [9] and based on the parameters chosen and the sample size, in the best case,
the probability was equal to 92.53%. An interesting nonlinear change in probability was observed
when determining the IK near the end of the robot’s actuation range, with the most significant cause
likely being the nonlinear nature of the NR method. In addition, the testing procedure is general and
might prove useful in testing other IK algorithms.

In the next chapter, we briefly summarize the aforementioned algorithm for the IK solution to
the Niryo One robot. After that, we will analyze the test performed and its parameters. We end the
paper with the results and their discussion.

2. Niryo One Characteristics

Here, we will present only the relevant specifications for the Niryo One robot; the rest are available
in [1].

The repeatability of Niryo One is reported to be ±0.5mm in [10], although there is no confir-
mation on the official Niryo Robotics site [11] or in the robot’s mechanical specifications [12]

Figure 1: Link lengths, joint location and positive direction of the Niryo One robot, where Ji repre-
sents the i-th joint [1]
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Figure 2: Kinematic model of the Niryo One robot [1]

Joint Lower limit (rad) Upper limit (rad)

1 −3.05432619099 3.05432619099
2 −1.91008833338 0.640012236706
3 −1.39434353942 1.57009819509
4 −3.05013740079 3.05432619099
5 −1.74532925199 1.92003671012
6 −2.53002928369 2.53002928369

Table 1: Niryo One’s range of actuation rounded to 12 significant digits. The values are obtained
from the robot’s Raspberry Pi due to their values being at odds with the robot’s mechanical specifi-
cation [12]. The joint numbering corresponds to Figure 1

3. Analytical-Numerical Algorithm for Solving the Inverse Kinematics of the Niryo One
Manipulator

The ANA used in [1] to solve the robot’s IK consists of two parts:

1. A closed-form analytical solution obtained by approximating one link to zero L8 ≈ 0 (see
Figure 2) and using the PK subproblems.

2. The final solution as a numerical approximation using the NR method initialized by the ana-
lytical solution in the previous step.

A block diagram of the ANA is shown in Figure 3; for details on the PK subproblems and
the NR method, see [5, 6] and [8], respectively. The solutions obtained from the algorithm can be
represented by a graph, as in Figure 4.
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Start

End
Newton-Raphson

method initialized with
Discard -s that did not converge

within the actuators range of
rotation (Table 1)

Figure 3: ANA for Niryo One [1], where Ts f –desired configuration, ϵv–allowed positional error
tolerance, ϵω–allowed angular error tolerance, ΘΘΘPK–set of solutions to the analytical part of the
algorithm, ΘΘΘNR–set of solutions to the numerical part of the algorithm after discarding solutions
that are outside the actuation range specified in Table 1; final solution set

Figure 4: Graf used to represent the analytical solutions with the nodes representing the angle
coordinates and branches representing different solution sets [1]

4. Testing and Results

Described in a general sense, we have calculated the IK for many different configurations based on
the FK of the robot and then determined the probability of convergence based on the number of
times that the ANA converged in those trials.

We start by describing the steps in testing the ANA, after which we will present the results:

Step 1. Parameter selection: θoffset > 0–actuation limit offset, k≥ 2–arithmetic progression length,
r ≥ 1–maximum number of iterations of the NR method part of the ANA, ϵv≥ 0–allowed
positional tolerance for the NR method part of ANA, and ϵω≥ 0–allowed angular tolerance
for the NR method part of ANA.

Step 2. Reduced actuation range segregation: Use the intervals for the i-th joint actuation range
[ϕi1, ϕi2] (see Table 1) reduced by the actuation limit offset [ϕi1 + θoffset, ϕi2 − θoffset] for
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constructing an arithmetic progression corresponding to each joint with the number of terms
being equal to k in each progression:

Φi = {φi1, . . . , φik}, (1)

where

φi1 = ϕi1 +θoffset, φik = ϕi2 −θoffset, φi j+1 −φi j = const., j = 1, . . . , k−1.

Step 3. Joint subspace construction: Build the joint subspace from the arithmetic progression sets
from the previous step:

Φ = Φ1 ×·· ·×Φ6, (2)

where × denotes the Cartesian product.

Step 4. Configuration subspace construction: Determine the configuration space points accord-
ing to the joint subspace from the previous step:

C = {Ti ∈ SE(3) | Ti = FK(φφφ i), ∀φφφ i ∈ Φ} , (3)

where SE(3)–special Euclidean group, FK(φφφ i)–FK equation defined by the product of ex-
ponentials formula from screw theory (see [8] and [5] for more details).

Step 5. Solving the IK: Calculate the inverse kinematics using the ANA with the parameters r, ϵv

and ϵω from step 1 and all the elements of the configuration subspace C.

Step 6. Probability calculation: Determine the probability of the ANA from converging as the
ratio of the number of times the ANA converged in the previous step and the number of
configuration points against which we are testing,

p =
c

cardΦ
·100% =

(
1− d

cardΦ

)
·100% (4)

where p–probability of convergence, cardΦ–cardinality of the set Φ, c–number of times the
ANA converges, d–number of times the ANA diverges.

The first step in the test has a significant influence on the results. The offset parameter θoffset is
introduced due to unavoidable floating-point arithmetic errors; the algorithm is prone to diverging
when the desired configuration causes the robot’s actuators to move near the end of their range. It is
so important that we simulated several different offset values. The arithmetic progression length k
should be as high as possible (its main limitation being memory requirements and execution speed
of the hardware) due to it directly influencing the cardinality of the joint subspace Φ,

cardΦ = k6. (5)

Table 2 presents the parameters chosen for our test. Based on this, our sample size equals 117649.
Also of note is that the positional tolerance ϵv was chosen based on the robot’s repeatability (see
Section 2).

The test was performed using the Python programming language, version 3.12.5. In it, we
used the well-established NumPy library [13], version 2.1.1, and Mehanika robota library [9],
version 2025.3.24. We also used NumPy’s double-precision floating points, i.e. numpy.float64
numbers for all the variables relevant to the computation. The programming code used for the test
is shown in Code 1 in the Appendix, while the test results can be seen in Figure 5.
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Parameter Unit Value

θoffset rad {0.0005, 0.0255, 0.0505, 0.0755, 0.1005, 0.1255, 0.1505, 0.1755, 0.2005}
k None 7
r None 20
ϵv m 0.0005
ϵω rad 0.001

Table 2: Parameters chosen for the test
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Figure 5: Test results

5. Discussion

Observing Figure 5, we see a notable change in the probability of convergence when applying the
ANA to configurations that require the joints to move near the end of their actuation range. In
particular, the data are very nonlinear. First, changing drastically, and then it somewhat stabilizes
after a few iterations of the actuation limit offset. We conjecture that this is induced by errors during
floating-point arithmetic and the nonlinear nature of the equations being solved in the second part
of the ANA. More precise results may be possible by expanding to a larger data type (float128,
i.e., quadruple-precision format, for instance) or by increasing the number of sample points, i.e.,
the arithmetic progression length in the first step of the test. Perhaps switching from Python to a
lower-level programming language would result in a performance boost in the test.

Nonetheless, the procedure used for the test can help test other algorithms because of its general
structure, especially if the first step (parameter selection) is adjusted. The first two parameters can
only vary in value, but the rest can be changed as needed by a particular test. Perhaps the only
noteworthy change in the test steps might be the way the reduced actuation range segregation is
performed. The current method is to split the actuation range relative to the size of the range itself.
Perhaps a more suitable approach in some cases might be to have a fixed step while segregating the
actuation ranges of each joint and introduce a “step parameter” in the first step.

389



6. Conclusion

The data show that a probability of convergence of 92.53% is the best that can be expected from
the ANA. For practical purposes that require continuous operation for all possible configurations,
this is insufficient. Although it might still be helpful in the educational and academic aspects, the
nonlinearity of the probability of convergence for configuration near the end of the joints actuation
range might entail more research directions for the IK numerical algorithms.

Also of note is the procedure used for the test to test the ANA. Its a general aspect coupled with
some adjustments can be used to test other IK algorithms.

Acknowledgement. This research has been supported by the Serbian Ministry of Science, Techno-
logical Development and Innovations research grant No. 451-03-18/2025-03/200155.

Appendix

1 import numpy as np

2 import mehanika_robota.roboti.niryo_one as n_one

3

4 theta_offset = [

5 0.0005 ,

6 0.0255 ,

7 0.0505 ,

8 0.0755 ,

9 0.1005 ,

10 0.1255 ,

11 0.1505 ,

12 0.1755 ,

13 0.2005

14 ]

15

16 k = 7

17 epsilon_v = 0.5e-3

18 epsilon_omega = 1e-3

19

20 for j in range(len(theta_offset )):

21 Phi = np.stack(

22 np.meshgrid (*[

23 np.linspace(

24 n_one.NiryoOne.TETA_OPSEG[str(i + 1) + ’_min’]

25 + theta_offset[j],

26 n_one.NiryoOne.TETA_OPSEG[str(i + 1) + ’_max’]

27 - theta_offset[j],

28 k,

29 dtype=np.float64

30 ) for i in range (6)

31 ]),

32 axis=-1

33 ). reshape(-1, 6)

34

35 d = 0

36 for i in range(len(Phi )):
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37 try:

38 n_one.inv_kin(

39 n_one.dir_kin(Phi[i]),

40 epsilon_omega ,

41 epsilon_v

42 )

43 except n_one.InvKinError:

44 d += 1

45

46 np.set_printoptions(precision =16, suppress=True)

47

48 print(

49 f’convergence probability = {(len(Phi) - d)/len(Phi )*100:.10f}%\n’

50 f’theta_offset: {theta_offset[j]}\n’

51 )

Code 1: Python code used for the test
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